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Abstract

Let be the set  of all real numbers and  = ∪ {ϵ} whose ϵ = -∞. Max-plus algebra  is the set   that is equipped two operations

maximum and addition. It can be formed matrices in the size of m x n whose elements belong to , called matrix  over  max-plus 

algebra . Optimizing  range  norm  of the image  set  of matrix  over  max-plus algebra  with prescribed  components  has

been discussed. Interval  Max-Plus Algebra  is the set  with ϵ = [ϵ, ϵ], is equipped with two operations maximum and addition .

The set  of all matrices in the size of m x n whose elements belong to I() , called matrix  over  interval  max-plus algebra . 

Optimizing  range  norm  of the image  set  of matrix  over  interval  max-plus algebra  has been discussed. In this paper, we

will discuss optimizing  range  norm  of the image  set  of matrix  over  interval  max-plus algebra  with prescribed  

components . © 2019 IOP Publishing Ltd. All rights reserved.

Indexed keywords

SciVal Topics

Metrics

ϵ ϵ

ϵ

ϵ

References (12)

Bacelli, F., Cohen, G., Older, G.J., Quadrat, J.P. 
(2001) Synchronization and Linearity, An Algebra for Discrete Events System.  . 
(John Wiley and Sons) 

 

Farlow, K.G. 
(2009) 
Max-Plus Algebra Master's Thesis submitted to the Faculty of the Virginia Polytechnic Institute and
State University in partial fulfillment of the requirements for the degree of Masters in Mathematics 

 

 ▻View in search results format

     All CSV export   Print  E-mail  Save to PDF Create bibliography

1
Cited 1211 times

2

Cited by 0 documents

Inform me when this document is cited in
Scopus:

Related documents

,  , 
(2020) Journal of Discrete Mathematical
Sciences and Cryptography

,  , 
(2019) Journal of Physics: Conference Series

,  , 
(2016) Far East Journal of Mathematical
Sciences

 

Find more related documents in Scopus
based on:

Set citation alert ▻

Closure of the simple image set of linear
mapping interval max-plus

 Siswanto Kurniawan, V.Y. Pangadi

Robust matrices in the interval max-plus
algebra

 Siswanto Pangadi Wiyono, S.B.

Optimizing range norm of the image set of
matrix over interval max-plus algebra

 Siswanto Suparwanto, A. Rudhito, M.A.

View all related documents based on
references

 ▻Authors  ▻Keywords

Brought to you by  IPB University

 AHSearch Sources Lists  ↗SciVal

https://www.scopus.com/results/results.uri?sort=plf-f&src=s&st1=Optimizing+Range+Norm+of+The+Image+Set+of+Matrix+over+Interval+Max-Plus+Algebra+with+Prescribed+Components&sid=af46a2034de31eab3cf5e8339d354fee&sot=b&sdt=b&sl=121&s=TITLE-ABS-KEY%28Optimizing+Range+Norm+of+The+Image+Set+of+Matrix+over+Interval+Max-Plus+Algebra+with+Prescribed+Components%29&offset=1&origin=recordpage
https://www.scopus.com/sourceid/130053
https://service.elsevier.com/app/answers/detail/a_id/12031/supporthub/scopus/
mailto:sis.mipa@staff.uns.ac.id
javascript:;
https://www.scopus.com/search/submit/references.uri?sort=plf-f&src=r&imp=t&sid=5a5b730d287ae374bd1e0be8030ba1fb&sot=rec&sdt=citedreferences&sl=23&s=EID%282-s2.0-85072665795%29&origin=recordpage&citeCnt=1&citingId=2-s2.0-85072665795
https://www.scopus.com/search/submit/citedby.uri?eid=2-s2.0-85072665795&refeid=2-s2.0-0003925028&src=s&origin=reflist&refstat=dummy
https://www.scopus.com/record/display.uri?origin=recordpage&zone=relatedDocuments&eid=2-s2.0-85087571943&citeCnt=0&noHighlight=false&sort=plf-f&src=s&st1=Optimizing+Range+Norm+of+The+Image+Set+of+Matrix+over+Interval+Max-Plus+Algebra+with+Prescribed+Components&sid=af46a2034de31eab3cf5e8339d354fee&sot=b&sdt=b&sl=121&s=TITLE-ABS-KEY%28Optimizing+Range+Norm+of+The+Image+Set+of+Matrix+over+Interval+Max-Plus+Algebra+with+Prescribed+Components%29&relpos=0
https://www.scopus.com/authid/detail.uri?origin=recordpage&authorId=57016821200&zone=relatedDocuments
https://www.scopus.com/authid/detail.uri?origin=recordpage&authorId=57208466649&zone=relatedDocuments
https://www.scopus.com/authid/detail.uri?origin=recordpage&authorId=57190936009&zone=relatedDocuments
https://www.scopus.com/record/display.uri?origin=recordpage&zone=relatedDocuments&eid=2-s2.0-85071840120&citeCnt=0&noHighlight=false&sort=plf-f&src=s&st1=Optimizing+Range+Norm+of+The+Image+Set+of+Matrix+over+Interval+Max-Plus+Algebra+with+Prescribed+Components&sid=af46a2034de31eab3cf5e8339d354fee&sot=b&sdt=b&sl=121&s=TITLE-ABS-KEY%28Optimizing+Range+Norm+of+The+Image+Set+of+Matrix+over+Interval+Max-Plus+Algebra+with+Prescribed+Components%29&relpos=1
https://www.scopus.com/authid/detail.uri?origin=recordpage&authorId=57016821200&zone=relatedDocuments
https://www.scopus.com/authid/detail.uri?origin=recordpage&authorId=57190936009&zone=relatedDocuments
https://www.scopus.com/authid/detail.uri?origin=recordpage&authorId=57194713302&zone=relatedDocuments
https://www.scopus.com/record/display.uri?origin=recordpage&zone=relatedDocuments&eid=2-s2.0-84951320774&citeCnt=0&noHighlight=false&sort=plf-f&src=s&st1=Optimizing+Range+Norm+of+The+Image+Set+of+Matrix+over+Interval+Max-Plus+Algebra+with+Prescribed+Components&sid=af46a2034de31eab3cf5e8339d354fee&sot=b&sdt=b&sl=121&s=TITLE-ABS-KEY%28Optimizing+Range+Norm+of+The+Image+Set+of+Matrix+over+Interval+Max-Plus+Algebra+with+Prescribed+Components%29&relpos=2
https://www.scopus.com/authid/detail.uri?origin=recordpage&authorId=57016821200&zone=relatedDocuments
https://www.scopus.com/authid/detail.uri?origin=recordpage&authorId=35796578500&zone=relatedDocuments
https://www.scopus.com/authid/detail.uri?origin=recordpage&authorId=57016722400&zone=relatedDocuments
https://www.scopus.com/search/submit/mlt.uri?eid=2-s2.0-85072665795&src=s&all=true&origin=recordpage&method=ref&zone=relatedDocuments
https://www.scopus.com/search/submit/mlt.uri?eid=2-s2.0-85072665795&src=s&all=true&origin=recordpage&method=aut&zone=relatedDocuments
https://www.scopus.com/search/submit/mlt.uri?eid=2-s2.0-85072665795&src=s&all=true&origin=recordpage&method=key&zone=relatedDocuments
https://www.scopus.com/home.uri?zone=header&origin=recordpage
https://www.scopus.com/search/form.uri?zone=TopNavBar&origin=recordpage&display=basic
https://www.scopus.com/sources.uri?zone=TopNavBar&origin=recordpage
https://www.scopus.com/results/storedList.uri?listId=myDocList&origin=recordpage&zone=TopNavBar
https://www.scival.com/home?dgcid=ScopusHeader
https://www.scopus.com/alert/form/MyAlerts.uri?&origin=recordpage&zone=TopNavBar


 1 of 1

Tam, K.P. 
(2010) Optimizing and Approximating Eigenvectors in Max Algebra.  . 
A Thesis Submitted to The University of Birmingham for The Degree of Doctor of Philosophy (Ph.D) 

 

Akian, M., Cohen, G., Gaubert, S., Quadrat, J.P., Viot, M. 
(1994) Max-Plus Algebra and Applications to System Theory and Optimal Control 
(Zurich, Switzerland: Proceedings of the International Congress of Mathematicians) 

 

Rudhito, M.A. 
Fuzzy NumberMax-Plus Algebra and Its Application to Fuzzy Scheduling and Queuing Network
Problems.  . 
(Indonesian: The Study Program S3 Mathematics Faculty of Mathematics and Natural Sciences :
Gadjah Mada University, 2011) 

 

Butkovic, P., Tam, K.P. 
On Some Properties of the Image of a Max Linear Mapping 
(2009) Contemporary Mathematics, 495, pp. 115-126.  . 

 

Siswanto, Suparwanto, A., Rudhito, M.A. 
(2013) Minimizing Range Norm of the Image Set of Matrix over Interval Max-Plus Algebra 
(Indonesian: Proceedings of The National Seminar on Mathematics and Applications, Department of
Mathematics, Faculty of Science and Technology, Airlangga University) 978-602-14413-0-5 

 

Siswanto, Suparwanto, A., Rudhito, M.A. 
Eigenvector Space of a Matrix of Interval Max-Plus Algebra 
(2014) Jurnal Matematika & Sains (JMS). FMIPA ITB, 19, pp. 8-15.  . 
Indonesian 

 

Siswanto, Suparwanto, A., Rudhito, M.A. 
(2014) Existence of Solution to the System of Linear Equations in Interval Max-Plus Algebra 
(Indonesian: Proceedings of the National Conference of Mathematics XVII, Institute of Technology
Surabaya) 978-602-96426-3-6 

 

Siswanto, Suparwanto, A., Rudhito, M.A. 

 (Open Access)

(2016) Far East Journal of Mathematical Sciences, 99 (1), pp. 17-32.  . 
 

doi: 10.17654/MS099010017 

Kreinovich, V. 
Why Intervals? Why Fuzzy Numbers? Towards a New Justification 
(2007) International Journal of Information Technology and Intelligent Computing, 2. 

 

Konigsberg, Z.R. 
A Generalized Eigenmode Algorithm for Reducible Regular Matrices over the Max-Plus Algebra 
(2009) International Mathematical Forum, 4, pp. 1157-1171.  .

 

© Copyright 2019 Elsevier B.V., All rights reserved.

3
Cited 13 times

4

5

Cited 2 times

6

Cited 16 times

7

8

Cited 5 times

9

10

Optimizing range norm of the image set of matrix over interval max-plus
algebra

Cited 2 times
http://www.pphmj.com/article.php?act=art_download&art_id=9502

View at Publisher

11

12

Cited 2 times

◅ Back to results  Top of page

https://www.scopus.com/search/submit/citedby.uri?eid=2-s2.0-85072665795&refeid=2-s2.0-84950320556&src=s&origin=reflist&refstat=dummy
https://www.scopus.com/search/submit/citedby.uri?eid=2-s2.0-85072665795&refeid=2-s2.0-85071869818&src=s&origin=reflist&refstat=dummy
https://www.scopus.com/search/submit/citedby.uri?eid=2-s2.0-85072665795&refeid=2-s2.0-84867029278&src=s&origin=reflist&refstat=dummy
https://www.scopus.com/search/submit/citedby.uri?eid=2-s2.0-85072665795&refeid=2-s2.0-85071854722&src=s&origin=reflist&refstat=dummy
https://www.scopus.com/record/display.uri?eid=2-s2.0-84951320774&origin=reflist&sort=plf-f&src=s&st1=Optimizing+Range+Norm+of+The+Image+Set+of+Matrix+over+Interval+Max-Plus+Algebra+with+Prescribed+Components&sid=af46a2034de31eab3cf5e8339d354fee&sot=b&sdt=b&sl=121&s=TITLE-ABS-KEY%28Optimizing+Range+Norm+of+The+Image+Set+of+Matrix+over+Interval+Max-Plus+Algebra+with+Prescribed+Components%29
https://www.scopus.com/search/submit/citedby.uri?eid=2-s2.0-85072665795&refeid=2-s2.0-84951320774&src=s&origin=reflist&refstat=core
http://www.pphmj.com/article.php?act=art_download&art_id=9502
https://www.scopus.com/redirect/linking.uri?targetURL=https%3a%2f%2fdoi.org%2f10.17654%2fMS099010017&locationID=3&categoryID=4&eid=2-s2.0-84951320774&issn=09720871&linkType=ViewAtPublisher&year=2016&origin=reflist&dig=b13d82952afc920c6642417924cddcad
https://www.scopus.com/search/submit/citedby.uri?eid=2-s2.0-85072665795&refeid=2-s2.0-84951283948&src=s&origin=reflist&refstat=dummy
https://www.scopus.com/results/results.uri?sort=plf-f&src=s&st1=Optimizing+Range+Norm+of+The+Image+Set+of+Matrix+over+Interval+Max-Plus+Algebra+with+Prescribed+Components&sid=af46a2034de31eab3cf5e8339d354fee&sot=b&sdt=b&sl=121&s=TITLE-ABS-KEY%28Optimizing+Range+Norm+of+The+Image+Set+of+Matrix+over+Interval+Max-Plus+Algebra+with+Prescribed+Components%29&offset=1&origin=recordpage


About Scopus

What is Scopus

Content coverage

Scopus blog

Scopus API

Privacy matters

Language

⽇本語に切り替える

切换到简体中文

切換到繁體中文

Русский язык

Customer Service

Help

Tutorials

Contact us

Copyright © . All rights reserved. Scopus® is a registered trademark of Elsevier B.V.
We use cookies to help provide and enhance our service and tailor content. By continuing, you agree to the .

Terms and conditions Privacy policy

Elsevier B.V
use of cookies

https://www.elsevier.com/online-tools/scopus?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/online-tools/scopus/content-overview/?dgcid=RN_AGCM_Sourced_300005030
https://blog.scopus.com/
https://dev.elsevier.com/
https://www.elsevier.com/about/our-business/policies/privacy-principles?dgcid=RN_AGCM_Sourced_300005030
https://www.scopus.com/personalization/switch/Japanese.uri?origin=recordpage&zone=footer&locale=ja_JP
https://www.scopus.com/personalization/switch/Chinese.uri?origin=recordpage&zone=footer&locale=zh_CN
https://www.scopus.com/personalization/switch/Chinese.uri?origin=recordpage&zone=footer&locale=zh_TW
https://www.scopus.com/personalization/switch/Russian.uri?origin=recordpage&zone=footer&locale=ru_RU
https://www.scopus.com/standard/contactUs.uri?pageOrigin=footer
https://service.elsevier.com/app/answers/detail/a_id/14799/supporthub/scopus/
https://www.scopus.com/standard/contactForm.uri?pageOrigin=footer
https://www.elsevier.com/?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/locate/termsandconditions?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/locate/privacypolicy?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/?dgcid=RN_AGCM_Sourced_300005030
https://www.scopus.com/cookies/policy.uri
http://www.relx.com/


4/5/22, 9:52 AM Journal of Physics: Conference Series

https://www.scimagojr.com/journalsearch.php?q=130053&tip=sid&clean=0 1/14

also developed by scimago: SCIMAGO INSTITUTIONS RANKINGS

Scimago Journal & Country Rank

Home Journal Rankings Country Rankings Viz Tools Help About Us

Journal of Physics: Conference Series

COUNTRY

United Kingdom 

SUBJECT AREA AND CATEGORY

Physics and Astronomy

PUBLISHER

IOP Publishing Ltd. 

H-INDEX

85

PUBLICATION TYPE

Conferences and Proceedings

ISSN

17426588, 17426596

COVERAGE

2005-2020

INFORMATION

Homepage

How to publish in this journal

jpcs@ioppublishing.org

SCOPE

The open access Journal of Physics: Conference Series (JPCS) provides a fast, versatile and cost-effective proceedings publication service.

Join the conversation about this journal

Enter Journal Title, ISSN or Publisher Name  

Universities and research
institutions in United Kingdom

Physics and Astronomy (miscellaneous)

Quartiles

SJR

The SJR is a size-independent prestige indicator that

ranks journals by their 'average prestige per article'. It is
based on the idea that 'all citations are not created
equal'. SJR is a measure of scienti�c in�uence of

journals that accounts for both the number of citations
received by a journal and the importance or prestige of
the journals where such citations come from It
measures the scienti�c in�uence of the average article

in a journal it expresses how central to the global

Total Documents

Evolution of the number of published documents. All

types of documents are considered, including citable
and non citable documents.

Year Documents
2005 784
2006 2290
2007 1998
2008 3740

Citations per document

This indicator counts the number of citations received by

documents from a journal and divides them by the total
number of documents published in that journal. The
chart shows the evolution of the average number of

times documents published in a journal in the past two,
three and four years have been cited in the current year.
The two years line is equivalent to journal impact factor
™ (Thomson Reuters) metric.

Cites per document Year Value
Cites / Doc. (4 years) 2005 0.000
Cites / Doc. (4 years) 2006 0.472
Cites / Doc. (4 years) 2007 0.445
Cites / Doc. (4 years) 2008 0.470
Cites / Doc. (4 years) 2009 0.498
Cites / Doc. (4 years) 2010 0.508
Cites / Doc. (4 years) 2011 0.523
Cites / Doc. (4 years) 2012 0.496
Cites / Doc. (4 years) 2013 0.432
Cites / Doc. (4 years) 2014 0.474

Total Cites Self-Cites

Evolution of the total number of citations and journal's

self-citations received by a journal's published
documents during the three previous years.

 
Journal Self-citation is de�ned as the number of citation

from a journal citing article to articles published by the
same journal.

Cites Year Value
f

External Cites per Doc Cites per Doc

Evolution of the number of total citation per document

and external citation per document (i.e. journal self-
citations removed) received by a journal's published
documents during the three previous years. External

citations are calculated by subtracting the number of
self-citations from the total number of citations received
by the journal’s documents.

% International Collaboration

International Collaboration accounts for the articles that

have been produced by researchers from several
countries. The chart shows the ratio of a journal's
documents signed by researchers from more than one

country; that is including more than one country address.

Year International Collaboration
2005 20.54
2006 22 27

Citable documents Non-citable documents

Not every article in a journal is considered primary

research and therefore "citable", this chart shows the
ratio of a journal's articles including substantial research
(research articles, conference papers and reviews) in

three year windows vs. those documents other than
research articles, reviews and conference papers.

Documents Year Value

Cited documents Uncited documents

Ratio of a journal's items, grouped in three years

windows, that have been cited at least once vs. those
not cited during the following year.

Documents Year Value
Uncited documents 2005 0
Uncited documents 2006 570
Uncited documents 2007 2308
Uncited documents 2008 3707

← Show this widget in
your own website

Just copy the code below
and paste within your html
code:

<a href="https://www.scimag

   SCImago GraphicaSCImago GraphicaSCImago Graphica
   

Explore, visuallyExplore, visuallyExplore, visually
communicate and makecommunicate and makecommunicate and make
sense of data with our sense of data with our sense of data with our newnewnew
free toolfree toolfree tool...

   

Get it

2006 2008 2010 2012 2014 2016 2018 2020

0.2

0.25

0.3

2005 2007 2009 2011 2013 2015 2017 2019

0

20k

40k

Cites / Doc. (4 years)
Cites / Doc. (3 years)
Cites / Doc. (2 years)

2005 2007 2009 2011 2013 2015 2017 2019

0

0.2

0.4

0.6

0.8

2005 2007 2009 2011 2013 2015 2017 2019

0

20k

40k

2005 2007 2009 2011 2013 2015 2017 2019

0

0.4

0.8

2005 2007 2009 2011 2013 2015 2017 2019

0

20

40

2005 2007 2009 2011 2013 2015 2017 2019

0

25k

50k

2005 2007 2009 2011 2013 2015 2017 2019

0

25k

50k

https://www.scimagoir.com/
https://www.scimagojr.com/
https://www.scimagojr.com/index.php
https://www.scimagojr.com/journalrank.php
https://www.scimagojr.com/countryrank.php
https://www.scimagojr.com/viztools.php
https://www.scimagojr.com/help.php
https://www.scimagojr.com/aboutus.php
https://www.scimagojr.com/journalrank.php?country=GB
https://www.scimagojr.com/journalrank.php?area=3100
https://www.scimagojr.com/journalsearch.php?q=IOP%20Publishing%20Ltd.&tip=pub
https://iopscience.iop.org/journal/1742-6596
https://publishingsupport.iopscience.iop.org/author-guidelines-for-conference-proceedings/
mailto:jpcs@ioppublishing.org
https://www.scimagoir.com/rankings.php?country=GBR
https://www.scimagojr.com/journalrank.php?category=3101
https://www.graphica.app/




2

1234567890 ‘’“”

The 6th South East Asia Design Research International Conference (6th SEA-DR IC) IOP Publishing

IOP Conf. Series: Journal of Physics: Conf. Series 1088 (2018) 011001  doi :10.1088/1742-6596/1088/1/011001

The Committee of 6th South East Asia Design Research International Conference (SEA-DR IC) 2018 

Steering Committee 
Prof. Dr. Ir. Samsul Rizal, M. Eng (Rector of Syiah Kuala University) 
Prof. Dr. Djufri, M. Si (Dean of FKIP Syiah Kuala University) 
Prof. Dr. Maarten Dolk 
Prof. Dr. R.K Sembiring 
Dr. Y. Marpaung 
Prof. Dr. Zulkardi, M. I. Kom, M.Sc. 
Prof. Dr. Sutarto Hadi, M.Si., M. Sc. 
Prof. Dr. Dian Armanto, M.Pd, M.Sc. 
Prof. Dr. Ahmad Fauzan, M.Pd, M. Sc. 
Prof. Dr. Turmudi, M.Ed, M.Sc. 
Dr. M. Ikhsan, M.Pd. (Head of Mathematics Education Department of Syiah Kuala Univesity)
Prof. Berinderjeet Kaur 
Prof. Lilia Halim 
 

Organizing Committee 
Conference Chair : Dr. Rahmah Johar, M.Pd. 
Conference Co-Chair  : Dr. Anwar, M.Pd. 
Secretary  : Dr. Mailizar, M.Ed. 
Vice Secretary  : Elizar, Ph.D. 
Treasurer  : Dr. Cut Morina Zubainur, M.Pd. 
Vice Treasurer : Suhartati, M.Pd. 

Scientific Committee 
Scientific Committee Chair : Prof. Dr. Marwan, M. Si 
Scientific Committee Member : 
Prof. Maarten Dolk 
Prof. Rohaida Mohd. Saat 
Prof. Dr. Musri Musman, M.Sc. 
Prof. Dr. Ratu Ilma Indra Putri, M.Si. 
Prof. Dr. Muchlisin Z.A, M.Sc. 
Prof. Dr. Adlim, M.Sc. 
Prof. Dr. Ahmad Fauzan, M.Sc. 
Dr. Cathy Wissehr 
Dr. Wanty Widjaja 
Dr. Abdul Halim Abdullah 
Dr. Ariyadi Wijaya, M.Sc. 
Dr. Al Jupri, M.Sc. 
Dr. Tatag Yuli Eko Siswono, M.Pd. 
Dr. Yenita Roza, M.Sc. 
Dr. Shintia Revina, M.Sc. 
Dr. Neni Mariana, M.Sc. 
Dr. Rooselina Ekawati, M.Sc. 
Dr. Nasrullah Idris, M.Eng. 
Dr. Hongki Julie, M.Pd. 
Dr. Taufik Fuadi Abidin, M.Tech. 
Dr. Rully Charitas Indra Prahmana 



3

1234567890 ‘’“”

The 6th South East Asia Design Research International Conference (6th SEA-DR IC) IOP Publishing

IOP Conf. Series: Journal of Physics: Conf. Series 1088 (2018) 011001  doi :10.1088/1742-6596/1088/1/011001

Dr. Supriatno, M.Si. 
Dr. Said Munzir, M.Eng.Sc. 
Dr. Suhartono, M.Sc. 
Aysenur Alp 
Zarlaida Fitri, M.Sc. 
Veronika Fitri Rianasari, M.Sc. 
Meliasari., M.Sc. 
Zetra Hainul Putra, M.Sc. 
Destina Wahyu Winarti, M.Sc. 
Fridgo Tasman, M.Sc. 
Fatimatul Khikmiyah, M.Sc. 
Achmad Badrun Kurnia, M.Sc. 
Mulia Putra, M.Pd., M.Ed. 
Rita Novita, M.Pd. 
Bustang Buhari, M.Sc. 
Intan Kemala Sari, M.Pd. 
 
 
Keynote Speakers 

Prof. Berinderjeet Kaur  National Institute of Education, Singapore 

Prof. Maarten Dolk  Utrecht University, the Netherlands 

Prof. Lilia Halim  University Kebangsaan Malaysia, Malaysia 

Dr. John Willison  the University of Adelaide, Australia 

 

 

 



1

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

1234567890 ‘’“”

The 6th South East Asia Design Research International Conference (6th SEA-DR IC) IOP Publishing

IOP Conf. Series: Journal of Physics: Conf. Series 1088 (2018) 011001  doi :10.1088/1742-6596/1088/1/011001

The 6th South East Asia Design Research International 
Conference (SEA-DR IC) 2018 

R Johar1, C Morina1, Anwar1, Mailizar1, Elizar1, C Khairunnisak1, R C I Prahmana2,  
W Artika1, L Vitoria1, L Khairi1, S Maulina1 and M Ulfa1  
1Syiah Kuala University, Banda Aceh, 23111, Indonesia 
2Universitas Ahmad Dahlan, Jl. Pramuka Kav. 5, Yogyakarta 55161, Indonesia 
 

E-mail: rahmahjohar@fkip.unsyiah.ac.id 

Preface 

The South East Asia Design Research (SEA-DR) as a forum of design research in collaboration with 
Master Program of Mathematics Education, Syiah Kuala University, organized the 6th SEA-DR 
conference with the theme “Inspiring students to learn: Fostering innovative teaching and learning of 
science, mathematics and technology”. 

This conference was an excellent opportunity for academics, researchers, teachers and students to share 
knowledge, experiences and research findings as well as to inspire the best practice of development 
research in the field of teaching mathematics, science, and technology. 

We had four keynote speakers that were Prof. Berinderjeet Kaur, Prof. Maarten Dolk, Prof. Lilia Halim, 
and Dr. John Willison. We also had ten invited speakers and four keynote speakers in workshop sessions. 
Furthermore, there were 181 papers, including 148 oral presentation and 33 posters presentations. The 6th 
SEA-DR conference successfully attracted delegates from many countries. There were seven countries 
participating in this conference, including: Singapore, the Netherlands, Denmark, Australia, Malaysia, 
Brunei Darussalam, and Indonesia. 

Finally, we would like to extend our gratitude for everyone involved for their contribution in the 
conference. 
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Abstract. Let ℝ be the set of all real numbers and ℝ𝜀 = ℝ ⋃  {𝜀} whose 𝜀 = − . Max-

plus  algebra  is  the  set ℝ𝜀   that is equipped two operations maximum and addition. It 

can be formed matrices in the size of 𝑚 × 𝑛 whose elements belong to ℝ𝜀, called matrix 

over max-plus algebra. Optimizing range norm of the image set of matrix over max-plus 

algebra with prescribed components has been discussed. Interval Max-Plus Algebra is 

the set 𝐼(ℝ)𝜀 = { x = [x, x]|x, x  ∈  ℝ, 𝜀 < x  ≤ x} ∪ {ε} with ε = [𝜀, 𝜀], is equipped 

with two operations maximum (⊕) and addition (⊗). The set of all matrices in the size 

of 𝑚 × 𝑛 whose elements belong to 𝐼(ℝ)𝜀, called matrix over interval max-plus algebra. 

Optimizing range norm of the image set of matrix over interval max-plus algebra has 

been discussed. In this paper, we will discuss optimizing range norm of the image set of 

matrix over interval max-plus algebra with prescribed components. 

 

1.  Introduction 

Let ℝ be the set of all real numbers and ℝ𝜀 = ℝ ⋃  {𝜀} where 𝜀 = − . Max-Plus algebra  is  the  set 

ℝ𝜀 that is equipped two operations maximum (⊕) and addition (⊗). It can be formed matrices in the 

size of 𝑚 × 𝑛 whose elements belong to ℝ𝜀. Max-plus algebra has been used to model and analyze 

algebraically planning problems, communication, production system, queueing system with finite 

capacity, parallel computation, and traffic (Bacelli; et, al. [1]). Min-Plus algebra is the set ℝ𝜀 =
ℝ ⋃  {𝜀′} where  𝜀′ = −  which is equipped two operations minimum (⊕′) and addition (⊗′). Tam 

[3] also disccus about complete max-plus algebra that is the  ℝ𝜀 =  ℝ ∪ {𝜀, 𝜀′} is equipped with 

operations ⊕ and  ⊗, while complete min-plus algebra is ℝ𝜀′ =  ℝ ∪ {𝜀, 𝜀′} which is equipped 

operations ⊕ ′ and ⊗ ′. Then ℝ𝜀 and  ℝ𝜀′ are written as ℝ. 

The set of  all matrices in the size of  𝑚 × 𝑛 over  ℝ𝜀,  ℝ𝜀′   and  ℝ  can be formed. It is called the 

set of all matrices over max-plus algebra if its components belong to ℝ𝜀 and denoted by ℝ𝜀
𝑚×𝑛. 

Moreover, if 𝑛 = 1 we obtain the set of all vectors over max-plus algebra, namely ℝ𝜀
𝑚 =

{(𝑥1, 𝑥2, … , 𝑥𝑚)𝑇|𝑥1, 𝑥2, … , 𝑥𝑚 ∈ ℝ𝜀}. If m = n, ℝ𝜀
𝑛×𝑛 is idempotent semiring with operations ⊕ and 

mailto:sis.mipa@staff.uns.ac.id
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⊗ (Farlow [2], Akian, et. al. [4], Konigsberg [12]). Tam [3] gives an example of application of max-

plus algebra in the production system. The production matrix  𝐴 = (𝐴𝑖𝑗) ∈ ℝ𝜀
𝑛×𝑛 with 𝐴𝑖𝑗 shows the 

time is used of the production process from machine j to i, while  vector 𝑥(𝑘) = (𝑥𝑖(𝑘)) ∈ ℝ𝜀
𝑛 where 

𝑥𝑖(𝑘) is  the starting time of i machine at the kth stage. In this production process we obtain the equation  

𝑥(𝑘 + 1) = 𝐴 ⊗  𝑥(𝑘). 

One of the criteria is used by manufacturers is that the production process runs periodically with 

period 𝜆, such that 𝑥(𝑘 + 1) = 𝜆 ⊗  𝑥(𝑘). From equations 𝑥(𝑘 + 1) = 𝐴 ⊗  𝑥(𝑘) and 𝑥(𝑘 + 1) =
𝜆 ⊗  𝑥(𝑘) are obtained 𝐴 ⊗ 𝑥(𝑘) = 𝜆 ⊗ 𝑥(𝑘). The eigenvalue and eigenvector problem of matrix 𝐴 is 

problem of how to find eigenvalue 𝜆 and eigen vector 𝑥(𝑘) such that 𝐴 ⊗ 𝑥(𝑘) = 𝜆 ⊗ 𝑥(𝑘). 

In the real life situation, there are several ways for the manufacturer to determine the starting time 

of each machine. One of the ways is by choosing eigenvector as the starting time, so that the system will 

immediately reach the steady state; that is the process works periodically with the eigenvalue as its 

periods.  

However, in reality, there are more than one independent eigenvectors for the manufacturer to 

choose. In that case, a set of linear combination of the independent eigenvectors is constructed, and as 

such, the manufacturer needs an additional criteria to choose one element of the set. The additional 

criteria is by considering the difference between the largest and the smallest of the starting time of each 

machine. The difference is expressed as range norm of the starting time of each machine. Manufacturer 

can optimize the range norm of the starting time of each machine (Tam [3], Butkovic and Tam [6]). 

There are some determining factors of a manufacturer to optimize vector of range norm of the starting 

time of machine, that are the readiness of the raw material, the availability of the resources, and the 

distribution of the product. In solving the problems of a production system, Tam [3] has discussed 

optimizing range norm of the image set of matrix over max-plus algebra.  

Besides the criteria that have been submitted previously, manufacturers can also determine the start 

time of the machine began to work on certain machines. In this case, means that there are components 

that have been determined at the initial time vector machine start working. Furthermore, manufacturers 

only determine  the initial time for the machine left so initial time vector is an eigenvector with optimal 

range norm. 

Based on Kreinovich’s idea [11] about the probability to give an estimation of the period of time 

of a certain process and Rudhito [5] about generalization of max-plus algebra i.e. interval max-plus 

algebra, we will to expand concept in max-plus algebra which has been discussed by Tam [3] in interval 

max-plus algebra. Siswanto, et, al. [9] has discussed about existence of solution to the system of linear 

Equations in interval max-Plus algebra. Siswanto, et, al. [8] has discussed the optimizing range norm of 

the image set of matrix over interval max-plus algebra. In this paper, we will discuss  how to minimize 

and maximize range norm of the image set of matrix over interval max-plus algebra with prescribed 

components. Specially, about optimizing range norm of the image set of matrix over interval max-plus 

algebra with one component is prescribed and another one is unprescribed. 

Before discussing the result of this paper, several concepts which support the discussion are 

discussed. These are minimizing and maximizing range norm of the image set of  a matrix over max-

plus algebra with prescribed components. Other than that optimizing range norm of the image set of a 

matrix over interval max-plus algebra.  

 

2.  Preliminaries    

2.1.  Minimizing Range Norm 

The following the concepts about the problem minimizing of range norm of eigenvector of matrices 

over maks-plus algebra will be presented.  

Definition 2.1. If 𝑥 ∈ ℝ𝑚 then we will denote the function 𝛿(𝑥) =  ∑ 𝑥i
⨁
𝑖∈𝑀  − ∑ 𝑥i 

⨁′

𝑖∈𝑀  and called the 

range norm of x, i.e. range norm is largest value in x  – smallest value in x.  
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Problem 2.1. Given a matrix 𝐴 ∈ ℝ𝜀
𝑚 × 𝑛, solve  𝛿(𝑏) minimum, subject to  𝑏 ∈ 𝐼𝑚 (𝐴). 

Definition 2.2. If 𝑥 ∈  ℝ𝜀
𝑚 then the function 𝛿(𝑥) =  ∑ 𝑥𝑖

⨁
𝑖∈𝑀
𝑥𝑖≠𝜀

−  ∑ 𝑥𝑖
⨁′

𝑖∈𝑀
𝑥𝑖≠𝜀

 is the  range norm of x after 

only considering the finite components.  

Problem 2.2. Given a matrix 𝐴 ∈ ℝ𝜀
𝑚 × 𝑛, solve 𝛿(𝑏) minimum, subject to 𝑏 ∈ 𝐼𝑚 (𝐴). 

Futhermore, the minimizing of a norm range eigenvector with prescribed components are 

presented.  

Definition 2.3. Let 𝐴 ∈ ℝ𝜀
𝑚×𝑛 and 1 ≤ 𝑝 ≤ 𝑚 − 1. We will denote 𝐴1

𝑝
 to be the matrix that consist of 

the first p row(s) of A and 𝐴2
𝑝

 to be the matrix generated by deleting the first p row(s) of A. 

Problem 2.3. Given  𝐴 ∈ ℝ𝜀
𝑚×𝑛 and 𝑐 ∈ 𝐼𝑚(𝐴1

𝑝
) ∩ ℝ𝑝, 1 ≤ 𝑝 ≤ 𝑚 − 1. Find  𝑑 ∈ ℝ𝑚−𝑝 such that 

𝛿(𝑏) minimum, subject to 𝑏 ∈ 𝐼𝑚(𝐴) and 𝑏𝑇 = (𝑐𝑇 , 𝑑𝑇). 

Before we discussed the problem for all case of p, the two special cases for this problem when p = 

1 and 𝑝 = 𝑚 − 1 are presented.  

Theorem 2.4. Let 𝐴 ∈ ℝ𝜀
𝑚×𝑛  be doubly ℝ-astic and 𝑐 ∈ 𝐼𝑚(𝐴1

𝑝
) ∩ ℝ𝑝, 1 ≤ 𝑝 ≤ 𝑚 − 1. Suppose that 

�̅� ∈ ℝ𝑚 is an optimal solution to Problem 1.1 for 𝐴 and 𝑑 ∈ ℝ𝑚−𝑝 is an optimal solution for Problem 

2.3 for 𝐴 and 𝑐, then 𝛿(�̅�) ≤ 𝛿(𝑏)  

where 𝑏𝑇 = (𝑐𝑇 , 𝑑𝑇). 

Theorem 2.4 guarantee lower bound of range norm which is obtained from optimal solution 

Problem 2.3. Using this result of the Problem 2.3, be obtained the solution of 𝑝 = 1. Suppose that only 

the starting time of one machine is prescribed, then by Theorem 2.4 can be obtained the result as the 

following. 

Theorema 2.5. Let 𝐴 ∈ ℝ𝜀
𝑚×𝑛 be doubly ℝ-astic and 𝑐 = (𝑐1) ∈ ℝ be the vector of prescribed 

component. Suppose that 𝑏 = 𝐴 ⊗ (𝐴∗ ⊗′ 0) and 𝑑 = (𝑐1 ⊗ 𝑏1
−1) ⊗ b where 𝑏1 is the first component 

of b. Then the vector(𝑑2, … , 𝑑𝑚)𝑇is an optimal solution to Problem 2.3. 

Futhermore, the case of 𝑝 = 𝑚 − 1, used the following theorem. 

Theorema 2.6. Let 𝐴 ∈ ℝ𝜀
𝑚×𝑛 be doubly ℝ-astic, 𝑐 ∈ 𝐼𝑚(𝐴1

𝑝
) ∩ ℝ𝑝 and �̃� be an optimal solution for 

Problem 2.3. Suppose �̅� = (𝐴1
𝑝

)
∗

⊗′ 𝑐 and �̅� = 𝐴2
𝑝

⊗ �̅� then �̃� ≤ �̅�. 

2.2.  Maximizing Range Norm 

The following the concepts be related with the problem maximizing of eigenvector range norm of 

matrices over maks-plus algebra will be presented. 

Problem 2.4. Given  𝐴 ∈ ℝ𝜀
𝑚×𝑛, solve  𝛿(𝑏) maximum, subject to  𝑏 ∈ 𝐼𝑚 (𝐴). 

The maximizing range norm of the image set of a matrix over max-plus algebra with prescribed 

components will be presented.  

Problem 2.5. Given  𝐴 ∈ ℝ𝜀
𝑚×𝑛 and 𝑐 ∈ 𝐼𝑚(𝐴1

𝑝
) ∩ ℝ𝑝, 1 ≤ 𝑝 ≤ 𝑚 − 1, find  𝑑 ∈ ℝ𝑚−𝑝 such that 𝛿(𝑏) 

maximum, subject to 𝑏 ∈ 𝐼𝑚(𝐴) and 𝑏𝑇 = (𝑐𝑇 , 𝑑𝑇). 

Before discussing the problem for all case of p, the two special cases for this problem when 𝑝 = 1 

and 𝑝 = 𝑚 − 1 are presented. First discussed the cases where only one component prescribed that is 

𝑝 = 1. In the case of this special, Problem 2.5 can be considered the same as it counterpart Problems 

2.4. This can be seen in the following theorem. 

Theorem 2.7. Let 𝐴 ∈ ℝ𝑚×𝑛and 𝑐 = (𝑐1) ∈ ℝ be the prescribed component.  Suppose that 𝑏 ∈ 𝐼𝑚(𝐴) 

such that b is an optimal solution to Problem 2.4 and 𝑑 = (𝑐1 ⊗ 𝑏1
−1) ⊗ 𝑏 where 𝑏1 is the first 

component of 𝑏, then vector (𝑑2, … , 𝑑𝑚)𝑇 is an optimal solution to Problem 2.5. 

Teorema 2.8. Let  𝐴 ∈ ℝ𝑚×𝑛 be doubly ℝ-astic and non finite, i.e. ∃𝑖 ∈ 𝑀, 𝑗 ∈ 𝑁 such that 𝑎𝑖𝑗 = 𝜀. 

Suppose that 𝑐 = (𝑐1) ∈ ℝ  is the vector of prescribed component then Problem 2.5 is unbounded.  

Futhermore, we will consider the case when 𝑝 = 𝑚 − 1.   

Theorem 2.9. Let 𝐴 ∈ ℝ𝜀
𝑚×𝑛 be doubly ℝ-astic, 𝑐 ∈ 𝐼𝑚(𝐴1

𝑝
) ∩ ℝ𝑝 and �̃� be an optimal solution to 

Problem 2.5. Suppose that �̅� = (𝐴1
𝑝

)
∗

⊗′ 𝑐 and �̅� = 𝐴2
𝑝

⊗ �̅�  then  �̃� ≤ �̅�. 
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Besides the concepts above namely about max-plus algebra, interval min-plus algebra, complete 

interval max-plus algebra, and complete interval algebra min-plus (Rudhito [5]; Siswanto [7]), also are 

used the concepts about optimizing a range norm the set of image matrix over interval algebra max-plus  

(Siswanto [10]). 

2.3.  Minimizing Range Norm of The Image Set of Matrix over Interval Max Plus Algebra  

Definition 2.10. Suppose that  x ∈ 𝐼(ℝ)𝑚 where x ≈ [x, x]; x, x  ∈ ℝ𝑚. The function  δ(𝐱) =

[𝑚𝑖𝑛 (𝛿(x), 𝛿(x)) , 𝛿(x)] is called the range norm of x.  

Definition 2.11. Given that matrix A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛 with A ≈ [A, A]; A, A ∈ ℝ𝜀

𝑚×𝑛, then  𝐼𝑚(A) =

{A ⊗ p |p ∈ 𝐼(ℝ)𝜀
𝑛}. 

Problem 2.6 Given that matrix A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛, solve δ(b) minimize, subject to   𝑏 ∈ Im (A), b ≈ [b, b].  

Definisi 2.12. Given that matrix b ∈ 𝐼(ℝ)ε
𝑚 with b ≈ [b, b]. The function δ(b) is said minimum if and 

only if  𝛿(b)  and  𝛿(b) are minimum. 

Definition 2.13. Suppose that  x ∈  𝐼(ℝ)𝑚 with x ≈ [x, x]. The function δ̃(x) =

[min (δ̃(x), δ̃(x)) , δ̃(x)] is the range norm of x, after only considering the finite components. 

Problem 2.7. Given that matrix A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛, A ≈ [A, A]. Solve δ̃(b) minimize, subject to b ∈

 𝐼𝑚 (𝐴), b ≈ [b, b].  

Definition 2.14. Given that matrix b ∈ 𝐼(ℝ)ε
𝑚 with b ≈ [b, b]. The function δ̃(𝑏) is said minimum if and 

only if δ̃(𝑏) and δ̃(b) are minimum. 

Definition 2.15. Suppose that A ∈ 𝐼(ℝ)ε
𝑚×𝑛, A ≈ [A, A] is called double I(ℝ)- astic if A is double ℝ-

astic for every A ∈ [A, A].  

Theorem 2.16. The matrix A ∈ I(ℝ)ε
m×n where A ≈ [A, A] is double I(ℝ)- astic if and only if  A is 

double ℝ-astic . 

Lemma 2.17. Suppose that 𝐴 ∈ 𝐼(ℝ)𝜀
𝑚×𝑛 where A ≈ [A, A]. If A =  [A𝑖𝑗] be doubly 𝐼(ℝ)-astic, b ≈

[b, b], b = A ⊗ (A∗ ⊗′ 𝑣0), b = α ⊗ (A ⊗ (A
∗

⊗′ 𝑣0)) where 𝑣0 ∈ ℝ𝑚 be a vector whose every 

components is equal to a component 0 and 𝛼 = 𝑚𝑎𝑥𝑖 ((A ⊗ (A∗ ⊗′ v0))
i

− (A ⊗ (A
∗

⊗′ v0))
i
) ≥ 0 

then  

i.   b ≤ ([0, 𝛼], [0, 𝛼], … . , [0, 𝛼])𝑇, 

ii.  b𝑖 = 0  for some 𝑖 ∈ 𝑀, 

iii.  b𝑗 = α  for some 𝑗 ∈ 𝑀. 

Lemma 2.18. If x, y ∈ 𝐼(ℝ)𝑚 and α ϵ 𝐼(ℝ) where x ≈ [x, x], y ≈ [y, y] and a ≈ [a, a] then δ(x) =

δ(a ⊗ x).  

Theorem 2.19. Let A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛 be double I(ℝ)-astic and 𝑣0  ∈  ℝ𝑚 be a vector whose every 

components is equal to a constant 0 then b ≈ [b, b] is a solution for Problem 2.6 where b = A ⊗

(A∗ ⊗′ 𝑣0),b = α ⊗ ( A  ⊗ (A
∗

⊗′ 𝑣0))and 𝛼 = 𝑚𝑎𝑥i ((A ⊗ (A∗ ⊗′ 𝑣0))
𝑖

− (A ⊗ (A
∗

⊗′ 𝑣0))
𝑖
). 

To determine solution of Problem 2.7 the next theorem is needed : 

Theorem 2.20. Suppose that A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛, A ≈ [A, A] double I(ℝ)-astic and va ≈ [𝑣a, 𝑣a] ∈  𝐼(ℝ)𝑚 

be a vector whose every components is equal to an interval  a ≈ [a, a]. If x ∈  𝐼(ℝ)𝜀
𝑛 such that b =

 A ⊗ x, b ≈ [b, b] ∈ 𝐼𝑚(A) is solution of Problem 2.7 then ∀𝑗𝜖 𝑁 satisfy the conditions : 

a. x𝑗 = ε   or   

b. x𝑗 = [(A∗ ⊗′ 𝑣a)
𝑗
, (A

∗
⊗′ 𝑣a)

𝑗
] . 
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2.4.  Maximizing Range Norm of The Image Set of Matrix over Interval Max-Plus Algebra  

Problem 2.8 Given that matrix  𝐴 ∈ 𝐼(ℝ)𝜀
𝑚×𝑛, solve : maximize 𝛿(𝑏)  subject  to  𝑏 ∈  𝐼𝑚 (𝐴), 𝑏 ≈

[𝑏, 𝑏].  

Definition 2.22. The function δ(b) is called maximum if and only if 𝛿(b) and 𝛿(b) are maximum. 

Theorem 2.23. If  A ∈  𝐼(ℝ)𝑚 × 𝑛 then   

𝛿(b)  ≤ [𝑚𝑖𝑛 ( 𝑚𝑎𝑘𝑠
𝑗=1,2,…𝑛 

𝛿(Aj), 𝑚𝑎𝑥𝑗=1,2,…𝑛 𝛿(𝐴𝑗)) , 𝑚𝑎𝑥𝑗=1,2,…𝑛 𝛿(Aj)] for every b ∈ 𝐼𝑚(A). 

Theorem 2.24. Suppose that 𝑀 = {1, 2, … , 𝑚} and 𝑁 = {1, 2, … , 𝑛}. If 𝐴 ∈ 𝐼(ℝ)𝜀
𝑚 × 𝑛 be doubly 𝐼(ℝ)-

astic and there are 𝑖 ∈ 𝑀, 𝑗 ∈ 𝑁 such that 𝑎𝑖𝑗= ε then Problem 2.8 unbounded. 

3.  Results and Discussion 

This section will discuss the results of this research about optimizing range norm of the image set of 

matrix over interval max-plus algebra with some components are prescribed.  

 

3.1. Minimizing Range Norm  

Some definitions and theorems also problems the minimizing of a norm range the image set of matrix 

where one component is prescribed and one component is unprescribed, given as follows.  

Definition 3.1. Let A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛 and 1 ≤ 𝑝 ≤ 𝑚 − 1. We will denote A1

𝑝
 to be the matrix that consists 

of the first p row (rows) of A and 𝐴2
𝑝

 to be the matrix generated by deleting the first p row (rows) of A. 

Problem 3.1. Given A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛 and 𝑐 ∈ 𝐼𝑚 (A1

𝑝
) ∩ 𝐼(ℝ)𝑝, 1 ≤ 𝑝 ≤ 𝑚 − 1. Find d ∈ 𝐼(ℝ)𝑚−𝑝 such 

that δ(b) minimum subject to b ∈ 𝐼𝑚(A) and b𝑇 = (c𝑇 , d𝑇). 
To solve this problem, started by the two special cases for p = 1 and p = 𝑚 − 1. Let us consider 

the following theorem. 

Theorem 3.2 Let A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛 be doubly 𝐼(ℝ)-astic and 𝑐 ∈ 𝐼𝑚(𝐴1

𝑝
) ∩ 𝐼(ℝ)𝑝, 1 ≤ 𝑝 ≤ 𝑚 − 1. 

Suppose that e is an optimal solution to Problem 2.6 for A and d ∈ 𝐼(ℝ)𝑚−𝑝  is an optimal solution to 

Problem 3.1 for A  and c then  δ(e) ≤ δ(b)  where b𝑇 = (c𝑇 , d𝑇). 

Proof. Suppose that A ≈ [A, A], b ≈ [b, b], c ≈ [c, c], d ≈ [d, d] and e ≈ [e, e]. Let   A ∈ 𝐼(ℝ)ε
𝑚×𝑛 be 

doubly 𝐼(ℝ)-astic and  c ∈ 𝐼𝑚 (A1
p

) ∩ 𝐼(ℝ)𝑝, 1 ≤ 𝑝 ≤ 𝑚 − 1. Therefore  A, A ∈ ℝε
𝑚×𝑛 be doubly ℝ-

astic and c ∈ 𝐼𝑚(A1
p

) ∩ ℝ𝑝, c ∈ 𝐼𝑚 (A1

p
) ∩ ℝ𝑝. Suppose e is an optimal solution to Problem 2.6 for A 

and d ∈ 𝐼(ℝ)𝑚−𝑝 is an optimal solution to Problem 3.1 for A and c. Since e ∈ 𝐼𝑚 (A), so e  ∈

𝐼𝑚 (A),   e  ∈ 𝐼𝑚 (A). with e is an optimal solution to Problem 2.1 for A and  e  is an optimal solution 

to Problem 2.1 for A. While d  ∈ ℝ𝑚−𝑝 is an optimal solution to Problem 2.3 for A and c and d  ∈ ℝ𝑚−𝑝 

is an optimal solution to Problem 2.3 for A and c. Acording to Theorem 2.4, 𝛿(e) ≤ 𝛿(b) and 𝛿(e) ≤

𝛿(b) where b𝑇 = (c𝑇 , d𝑇) and b
𝑇

= (c
𝑇

, d
𝑇

). As a result δ(e) ≤ δ(b) where b𝑇 = (c𝑇 , d𝑇). ∎     

Theorem 3.2 provides a lower bound for the range norm of the optimal solution to Problem 3.1. 

Suppose that only the starting time of one machine is prescribed then by Theorem 2.20 and Theorem 

3.2 are obtained results as follows. 

Theorem 3.3 Let A ≈ [A, A] ∈ 𝐼(ℝ)𝜀
𝑚×𝑛  be doubly 𝐼(ℝ)-astic, c = ([c1, c1]) ∈ 𝐼(ℝ) be the vector of 

prescribed components, 𝑣0 ∈ ℝ𝑚 be a vector whose every component is equal to a constant 0. If b =

 A ⊗ (A∗ ⊗′ 𝑣0), b = 𝛼 ⊗ (A ⊗ (A
∗

⊗′ 𝑣0)) where 𝛼 = 𝑚𝑎𝑥i ((A ⊗ (A∗ ⊗′ 𝑣0))
𝑖

− (A ⊗

(A
∗

⊗′ 𝑣0))
𝑖
) ≥ 0 ,d = (c1  ⊗ b1

−1) ⊗ b , d = (c1  ⊗ b1

−1
) ⊗ b when d ≤ d then d1

1 =

(d2, d3, … , d𝑚) is an optimal solution to Problem 3.1. 

Proof. Since A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛 be doubly 𝐼(ℝ)-astic then A, A  be doubly ℝ-astic. Since c = (c1) =

([c1, c1]) ∈ 𝐼(ℝ) then c = (c1), c = (c1) ∈ ℝ the vector of prescribed components. If b = A  ⊗
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(A∗ ⊗′ 𝑣0) and b = 𝛼 ⊗ (A ⊗ (A
∗

⊗′ 𝑣0)) where 𝛼 = 𝑚𝑎𝑥i  ((A ⊗ (A∗ ⊗′ 𝑣0))
𝑖

− (A ⊗

(A
∗

⊗′ 𝑣0))
𝑖
) ≥ 0, d = (c1 ⊗ b1

−1) ⊗ b , d = (c1  ⊗ b1

−1
) ⊗ b when d ≤ d. According to Theorem 

2.5, the vector (d2, … , d𝑚)
𝑇

is an optimal solution to Problem 2.3 for c1 and A, while (d2, … , d𝑚)
𝑇
 is 

an optimal solution to Problem 2.3 for c1 and A . Therefore vector (d2, … , dm)𝑇 where d2 ≈

[d2, d2], … , d𝑚 ≈ [d𝑚, d𝑚] is an optimal solution to Problem 3.1 for c and A.    ∎ 

Next, in the case of  𝑝 = 𝑚 − 1 we needed to find the fisibel solution for d. Given A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛 

be doubly 𝐼(ℝ)-astic and c ∈ 𝐼𝑚(A𝑝) ∩ 𝐼(ℝ)𝑝 be the vector of prescribed components that c ≈ [c, c], 

then there are  x̂ ∈ 𝐼(ℝ)𝜀
𝑛 where x̂ = (A1

𝑚−1)∗ ⊗
′

c such that c = A𝑚−1 ⊗ x̂. By using x̂ is obtained  g =

A2
𝑚−1 ⊗ x̂. According to equation,  

A ⊗ x̂ = (
A1

𝑚−1

A2
𝑚−1) ⊗ x̂ = (

A1
𝑚−1 ⊗ x̂

A2
𝑚−1 ⊗ x̂

) = (
c
g) = b, 

that g is the  optimal solution to Problem 3.1. 

Suppose that L and L  represent the minimum value of c and c, while U dan U represent the 

maximum value of c dan c, that is 

a. L = 𝑚𝑖𝑛
𝑖=1,..,𝑚−1

c𝑖 and L = 𝑚𝑖𝑛
𝑖=1,..,𝑚−1

c𝑖, 

b. U = 𝑚𝑎𝑘𝑠
𝑖=1,..,𝑚−1

c𝑖 and U = 𝑚𝑎𝑘𝑠
𝑖=1,..,𝑚−1

c𝑖. 

Since g ≈ [g, g], therefore there are three cases for g, i.e.   

1. L ≤ g ≤ U  where 𝛿(b) = 𝛿(c) = U − L, 

2. g < L  where 𝛿(b) = L − g, 

3. U < g where 𝛿(b) = g − U. 

Also there are three cases for g, i.e.   

1’.  L ≤ g ≤ U where 𝛿(b) = 𝛿(𝑐) = U −  L, 

2’.  g ≤ L where 𝛿(b) = L −  g, 

3’.  U < g where  𝛿(b) = g − U. 

 According to the disscusion in max-plus algebra, casses 1 and 2 and also casses 1’ and 2’ are 

solution to Problem 2.3 for  𝑝 = 𝑚 − 1. While casses 3 and 3’, may be there are g  and g  such that δ(b) 

and 𝛿(b) are optimal. The probability there exis g and g  are determined the same way in max-plus 

algebra. 

Next, from combination casses 1 and 1’, cases 1 dan 2’, cases 2 and 1’, and also cases 2 and 2’ can 

be obtained an optimal solution to Problem 3.1. The next theorem which is indicated upper bound of 

optimal solution to Problem 3.1.  

Theorem 3.4. Let A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛 be doubly 𝐼(ℝ)-astic, c ∈ Im(A𝑝) ∩ ℝ𝑝 and  f ∈ 𝐼(ℝ)𝑚−𝑝 is an 

optimal solution to Problem 3.1. Suppose  x = (A1
𝑝

)
∗

⊗′ c and x = (A1

𝑝
)

∗
⊗′ c. If g = A2

𝑝
⊗ x and g =

𝛼 ⊗ (A2

𝑝
⊗ x) with  𝛼 = 𝑚𝑎𝑥 ((A2

𝑝
⊗′ x)

𝑖
− ((A2

𝑝
⊗′ x))

𝑖
)  then  g ≈ [g, g]  and  f ≤ g.   

Proof. Suppose A ≈ [A, A], c ≈ [c, c] dan f ≈ [f, f]. Let A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛 be doubly 𝐼(ℝ)-astic, c ∈

Im(A𝑝) ∩ ℝ𝑝 and  f ∈ 𝐼(ℝ)𝑚−𝑝 is an optimal solution to Problem 3.1. Therefore A, A ∈ ℝ𝜀
𝑚×𝑛, c ∈

𝐼𝑚(A1
𝑝

) ∩ ℝ𝑝, c ∈ 𝐼𝑚 (A1

𝑝
) ∩ ℝ𝑝 with f is an optimal solution to Problem 2.3 for A and c, while f  is 

optimal solution to Problem 2.3 for A and c. Suposse  x = (A1
𝑝

)
∗

⊗′ c,  x = (A1

𝑝
)

∗
⊗′ c,  Acording to 
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Theorem 2.9, if  g = A2
𝑝

⊗ x,  g′ = A2

𝑝
⊗ x then f ≤ g  and f ≤ g′. Since g = 𝛼 ⊗ (A2

𝑝
⊗ x) = 𝛼 ⊗

g′ where 𝛼 = max𝑖 ((A2
𝑝

⊗′ x)
𝑖

− ((A2

𝑝
⊗′  x))

𝑖
) such that g ≈ [g, g] and f ≤ g.    ∎ 

 

3.2.  Maximizing range norm  

In the section will discuss about maximize a norm range of the image set of a matrix with some elements 

vector had been determined. Used an assumption that same as minimize a norm range that elements a 

vector that determined finite, image of the matrix the top namely A1
𝑝
 is c ∈ Im(A1

𝑝
) ∩ 𝐼(ℝ)𝑝 and the 

elements a vector that will be determined also finite. 

Problem 3.2. Given A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛 and c ∈ 𝐼𝑚(A1

𝑝
) ∩ 𝐼(ℝ)𝑝, 1 ≤ 𝑝 ≤ 𝑚 − 1. Find d ∈ 𝐼(ℝ)𝑚−𝑝 such 

that δ(b) maximum subject to b ∈ Im(A) and b𝑇 = (c𝑇 , d𝑇). 
As in minimizing problem, to solve this problem, started by the two special cases 𝑝 = 1 and 𝑝 =

𝑚 − 1. Based on a case for 𝑝 = 𝑚 − 1, it can be discussed in the case of common. Given the following 

theorem. 

Theorem 3.5. Let A ≈ [A, A] ∈ 𝐼(ℝ)𝜀
𝑚×𝑛  be doubly 𝐼(ℝ)-astic, c = ([c1, c1]) ∈ 𝐼(ℝ) be a vector of 

prescribed components. If  b ∈ Im(A) is an optimal solution to Problem 2.8 and d = (c1  ⊗ b1
−1) ⊗ b , 

d = (c1  ⊗ b1

−1
) ⊗ b when d ≤ d then  e = (c, d1

1)𝑇  ∈ Im(A) is an solution to Problem 3.2 with d1
1 is 

the vector d = (d1, d2, … , d𝑚) ≈ [d, d] by deleting the first component.   

Proof. Let A ≈ [A, A] ∈ 𝐼(ℝ)𝜀
𝑚×𝑛  be doubly 𝐼(ℝ)-astic, so A, A be doubly ℝ-astic. Then, c =

([c1, c1]) ∈ 𝐼(ℝ) be the vector of prescribed components. So  c = (c1) , c = (c1) ∈ ℝ be the vector of 

prescribed components. Since b ∈ Im(A) is an optimal solution to Problem 2.8, so b ∈ 𝐼𝑚(A) is an 

optimal solution to Problem 2.4 for A, while b ∈ 𝐼𝑚(A) is an optimal solution to Problem 2.4 for A. 

Since, d = (c1 ⊗ b1
−1) ⊗ b, d = (c1  ⊗ b1

−1
) ⊗ b and d ≤ d. According to Theorem 2.7, e =

(c1, d1
1)

T
 ∈ 𝐼𝑚(A)  is a optimal solution to Problem 2.5 for c1 and A with d1

1 is the vector d =

(d1, d2, … , dm) ≈ [d, d] by deleting the first component and e = (c1, d1

1
)

T

∈ 𝐼𝑚(A) is a solution to 

Problem 2.5 for c1 and A with d1

1
 is the vector d = (d1, d2, … , dm) ≈ [d, d] by deleting the first 

component. Therefore, e = (c, d1
1)T ∈ Im(A) is an solution to Problem 3.2 for c1 and A with  d1

1 is the 

vector d = (d1, d2, … , dm) ≈ [d, d] by deleting the first component.    ∎ 

Theorem 3.6. Let  A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛 be doubly 𝐼(ℝ)-astic and ∃𝑖 ∈ 𝑀, 𝑗 ∈ 𝑁 such that a𝑖𝑗 = ε. If 𝑐 =

(𝑐1) ∈ 𝐼(ℝ) is the vector of prescribed then Problem 3.2 has unbounded solution. 

Proof. Suppose A ≈ [A, A] and a𝑖𝑗 = [a𝑖𝑗 , a𝑖𝑗]. Let  A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛 be doubly 𝐼(ℝ)-astic and there are 

𝑖 ∈ 𝑀, 𝑗 ∈ 𝑁 such that a𝑖𝑗 = ε. Therefore A, A ∈  ℝ𝜀
𝑚×𝑛 be doubly ℝ-astic and there are 𝑖 ∈ 𝑀, 𝑗 ∈ 𝑁 

such that a𝑖𝑗 = 𝜀 and a𝑖𝑗 = 𝜀.  Because c = (c1) ∈ 𝐼(ℝ) is the vector of prescribed. Suppose c ≈ [c, c] 

so c = c1, c = c1. According to Theorem 2.8 there is d ∈ ℝ𝑚−1 so the Problems 2.5 for c and A have 

unbounded solution and there is  d ∈ ℝ𝑚−1 so the Problems 2.5 for c and A have  unbounded solution. 

As a result Problems 3.2 have unbounded solution.    ∎ 

 Next, in the case of  𝑝 = 𝑚 − 1 we need to find the fisibel solution for d. Given matrix A ∈

𝐼(ℝ)𝜀
𝑚×𝑛 be doubly 𝐼(ℝ)-astic and c ∈ Im(A𝑝) ∩ 𝐼(ℝ)𝑝as costrain vector that c ≈ [c, c], then ∃x̂ ∈

I(ℝ)ε
n where x̂ = (A1

𝑚−1)∗ ⊗
′

c such that c = A𝑚−1 ⊗ x̂. Using the vector x̂ will be obtained, g =

𝐴2
𝑚−1 ⊗ x̂. 

It appears that g is a fisibel solution for Problem 2.2 from the following equation,  

A ⊗ x̂ = (
A1

𝑚−1

A2
𝑚−1) ⊗ x̂ = (

A1
𝑚−1 ⊗ x̂

A2
𝑚−1 ⊗ x̂

) = (
c
g) = b. 
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Suppose that L and L  represent the minimum value of c and c, while U dan U represent the 

maximum value of c dan c, that is 

a. L = 𝑚𝑖𝑛
𝑖=1,..,𝑚−1

c𝑖  and L = 𝑚𝑖𝑛
𝑖=1,..,𝑚−1

c𝑖, 

b. U = 𝑚𝑎𝑥
𝑖=1,..,𝑚−1

c𝑖 and U = 𝑚𝑎𝑥
𝑖=1,..,𝑚−1

c𝑖. 

Since g ≈ [g, g], therefore there are three cases for g, i.e.   

1.  L ≤ g ≤ U  where 𝛿(b) = 𝛿(c) = U − L, 

2.  g < L  where 𝛿(b) = L − g, 

3.  U < g where 𝛿(b) = g − U. 

Also there are three cases for g, i.e.   

1’. L ≤ g ≤ U where 𝛿(b) = 𝛿(𝑐) = U −  L, 

2’. g ≤ L where 𝛿(b) = L −  g, 

3’. U < g where  𝛿(b) = g − U. 

According to the disscution in max-plus algebra, casses 1 and 3 and also casses 1’ and 3’ are 

solution of Problem 2.5 for  𝑝 = 𝑚 − 1. While casses 2 and 2’, may be there are g  and g  such that δ(b) 

and 𝛿(b) are optimal. The probability there exis g and g  are determined the same way in max-plus 

algebra. 

 Next, from combination casses 1 and 1’, cases 1 dan 3’, cases 3 and 1’, and also cases 3 and 3’ can 

be obtained an optimal solution for Problem 3.2. Next, the theorem which is indicated upper bound of 

optimal solution for Problem 3.2.  

Theorem 2.7.  Let A ∈ 𝐼(ℝ)𝜀
𝑚×𝑛  be double 𝐼(ℝ)-astic c ∈ 𝐼𝑚(A𝑝) ∩ 𝐼(ℝ)𝑝 and  f is an optimal solution 

to problem 2.2. Suppose y = (A1
𝑝

)
∗

⊗′ c and  y = (A1

𝑝
)

∗
⊗′ c. If g = A2

𝑝
⊗ y and g = 𝛼 ⊗ (A2

𝑝
⊗ y) 

with 𝛼 = 𝑚𝑎𝑥  ((A2
𝑝

⊗′ y)
𝑖

− ((A2

𝑝
⊗′ 𝑦))

𝑖
)  then  g ≈ [g, g] and  f ≤ g.   

Proof. Let A ≈ [A, A], c ≈ [c, c] dan f ≈ [f, f]. Since A ∈ 𝐼𝑒(ℝ)𝜀
𝑚×𝑛 be doubly 𝐼(ℝ)-astic so A, A ∈

ℝ𝜀
𝑚×𝑛  be doubly ℝ-astic, c ∈ 𝐼𝑚(A𝑝) ∩ ℝ𝑝 so c ∈ 𝐼𝑚(A1

𝑝
) ∩ ℝ𝑝, c ∈ 𝐼𝑚 (A1

𝑝
) ∩ ℝ𝑝. Since f ∈

𝐼(ℝ)𝑚−𝑝 is an optimal solution to Problem 3.2 so f ∈ ℝ𝑚−𝑝 is an optimal solution to Problem 2.5 for c 

and A,  f ∈ ℝ𝑚−𝑝 is an optimal solution to Problem 2.5 for c and A. Let  y = (A1
𝑝

)
∗

⊗′ c and y =

(A1

𝑝
)

∗
⊗′ c.  According to Theorem 2.9 , if g = A2

𝑝
⊗ y, g′ = A2

𝑝
⊗ y then f  ≤ g and f ≤ g′ . Because 

g = 𝛼 ⊗ (A2

𝑝
⊗  y) = 𝛼 ⊗ g′ with 𝛼 = max𝑖 ((A2

𝑝
⊗′ y)

𝑖
− ((A2

𝑝
⊗′  y))

𝑖
) then g ≈ [g, g] and f ≤

g.    ∎ 

4.  Conclusion   

Based on the results of discussion, we obtain conclusion how to,   

a. Minimizing range norm of the set of matrix over interval max-plus algebra with component 

prescribed.   

b. Maximizing range norm of the set of matrix over interval max-plus algebra with component 

prescribed.   
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