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Abstract

This article addresses the issues of counting the number of nodes in opportunistic mobile networks
(OMNSs). The global knowledge of network size is commonly required to design optimal routing al-
gorithms in OMNs. However, due to the inherent characteristic of long transfer delay, node counting
in such intermittently-connected networks is a challenging task. In this paper, we propose the Mark-
Recapture method to estimate the number of nodes in a network. In ecology, the statistical technique
has been widely used to predict the population sizes of animals in open areas. The scheme initially
samples nodes in the network, and an estimate of the network size is then calculated based on this
partial knowledge of the network. Through extensive simulations driven by random movement and
realistic mobility models, we show that the proposed method is able to produce a good estimate of
network size within a relatively short duration of time. Finally, by tweaking Epidemic routing with
the local estimate of network size, we can reduce the delivery cost of this flooding strategy without
significantly degrading the overall network delivery performances.

Keywords: network size, node counting, Mark-Recapture, opportunistic mobile networks

1 Introduction

Nowadays, opportunistic mobile networks (OMNs) [[16] have received much attention by industry and
research community. These networks are an extension of mobile ad-hoc networks (MANETS), and are an
instance of delay tolerant networks (DTNs). While MANETS require end-to-end paths between sources
and destinations to enable message transfer, OMNSs are capable of performing communication despite
the absence of stable paths between any pair of nodes. In MANETSs node movement is considered as a
potential disruption, but in OMNSs data transfer is performed by opportunistic communication, leading to
a higher delay than that of MANETS. Data dissemination in OMNs is thus delay-tolerant in nature. Some
realizations of OMNSs exist, including emergency scenarios and natural disasters [21]], military operations
[[15]], and social-based networks [28]. The widely use of mobile wireless devices, such as smart phones,
gadgets, and laptops, is the main factor in the proliferation of these systems.

In OMN:Ss, searching for optimal paths between a pair of nodes is a non-trivial task. Since the stable
paths between any pair of nodes rarely exist at all the time, conventional routing algorithms proposed for
MANETSs would fail in this setting. This imposes a new model for routing in OMNSs, the store-carry-
forward paradigm [2]. This suggests that a message is stored and carried by relay nodes, and finally is
forwarded when the destination is encountered. In this regard, choosing good relays for message transfers
is indeed crucial in OMNSs. A bulk of researches in OMNSs have focused on developing effective routing
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protocols. To achieve this goal, the algorithms typically require complete information of the current
network states. In practice, however, this global knowledge is commonly unavailable to all the network
nodes. To improve the delivery performance, several algorithms opt to increase message redundancy in
the network. Naive approaches (e.g., Epidemic routing [26]) forward a message replica to each contacted
node, so that the copies are quickly dispersed over the network. This oblivious forwarding assumes
unlimited node resources, but this is hard to achieve in practice. On the other hand, some algorithms
(e.g., adaptive Spray-Wait [[6]) attempt to reduce the number of message replicas by capping the message
replication at a maximum value. To this aim, the protocol at each node needs to know the number of
nodes in the network. However, estimating this global parameter in a decentralized manner is a difficult
task in OMNSs, due to the highly dynamic topology changes and long transfer delays.

In the present work, we focus on the particular case of node counting in OMNSs (the global statistic
of the total number of nodes in a network is also referred to as network size). To date, distributed node
counting has attracted interest from researchers, since a local estimate of network size is often very
useful for building applications that are adaptive and robust. For example, the population algorithm in
[S] uses a random sample to estimate the size of a large network and its communities; a crowd counting
system in [7]] estimates crowd sizes and densities for city administration and disaster management; a
data dissemination protocol in [4] predicts the network size for limiting message redundancy. In the
literature, several distributed computing algorithms have been proposed in the area of global information
collection and estimation in opportunistic networks. In addition, majority of them are modifications of
data aggregation schemes proposed for well-connected networks (e.g., [17]). Even though Aggregation
provides accurate estimates in the conventional networks, but it suffers from a number of difficulties in
the context of OMN:Ss as follows [[14]: first, the delay time to converge to the actual network size is very
long in such delay-tolerant networks; second, node failures will significantly degrade the performance
of Aggregation. As an alternative to Aggregation, several distributed estimation algorithms for OMNs
(e.g., [4, 123 [1]]) are developed based on statistical sampling techniques.

In this paper, we propose the Mark-Recapture method [8], a statistical technique used to estimate the
number of nodes in an OMN. This technique has been widely used in ecology to predict the population
sizes of animals or fishes in forests or seas, respectively. In the area of communication networks, the
method has been utilized to estimate the network size in peer-to-peer (P2P) networks as well as multicast
networks [1]]. To the best of our knowledge, however, this paper is the first work that applies Mark-
Recapture to perform node counting in OMNSs. In addition, most of the existing works in distributed
node counting in OMNSs only consider a simple random i.i.d model when designing and evaluating the
algorithms. In fact, such model may not be realistic to describe real human mobility cases [3]. In
this paper, we investigate the proposed algorithm under both random movement and realistic mobility
scenarios. The underlying node mobility contributes to node mixing, and in turn to the spreading of data.
Consequently, the most important questions we answer in this paper are:

* How does node mobility impact the performance of the Mark-Recapture counting algorithm in
OMNs?

* Can Mark-Recapture outperform Aggregation in OMNS in terms of estimation accuracy and con-
vergence time?

* Can a local estimate of network size improve the delivery performance of Epidemic routing [26]
in OMNs?

The main contributions of this paper are:

* We present a distributed counting algorithm based on Mark-Recapture [8] to estimate the number
of nodes in an OMN.

30



Network Size Estimation: The Mark-Recapture Method Soelistijanto and Manoah

* We evaluate the proposed algorithm via extensive simulations driven by random movement and
real-life mobility models.

* We identify the performance improvement of Mark-Recapture compared to Aggregation in terms
of estimation accuracy and convergence time.

» Using local estimates of network size, we improve the delivery cost performance of Epidemic
routing without significantly degrading the overall network delivery performances.

The remainder of the paper is organized as follows. In Section 2, we introduce the related works and
position our work concerning the state-of-the-arts in the area of node counting in OMNs. The problem
description and the proposed distributed counting algorithm based on Mark-Recapture are presented in
Section 3. In Section 4, we evaluate the estimation accuracy and convergence time of the scheme in
OMN s through simulations under random movement and realistic mobility scenarios. Subsequently, we
compare the performance of Mark-Recapture with that of Aggregation in terms of estimation accuracy
and convergence time. Finally, we investigate the delivery performance improvement of Epidemic rout-
ing with local estimates of network size. We conclude the paper and present directions for future work
in the last section.

2 Related Work

In this section, we review some state-of-the-art node counting algorithms for OMNSs to indicate our
motivations and contributions. We discuss the existing works that are related to our work in the following
three categories.

2.1 Distributed algorithms for node counting

We can broadly distinguish two classes of methods for node counting in OMNSs. Techniques of the first
type are based on data aggregation algorithms, while those of the second type are based on statistical
sampling algorithms.

2.1.1 Aggregation algorithms

To date, Aggregation has played an important role in modern distributed systems [[18]. It can perform
the evaluation of global properties of the systems in a decentralized way. Moreover, network size is
a typical system-wide property required by algorithms in many contexts. Jelasity et al.[17] proposed
a distributed gossip-based aggregation algorithm for large dynamic networks. In this algorithm, each
node periodically chooses one node among the neighbours, and afterwards the pair of nodes exchange
and update their local estimates to assure quick convergence to the desired aggregate value. Since the
scheme was developed under the assumption of stable links, it will not work properly in the context of
opportunistic communication. In OMNs, links between nodes are created by sporadic contacts, occurring
when they come in direct radio range. Consequently, the list neighbours is often not known in advance,
and there is no neighbour sampling before links are established between the node and its neighbours.
Guerrieri et al.[[14] introduce a set of node counting strategies based on Aggregation for OMN:s,
namely pairwise average and population protocols. The former is a class of gossip protocols. At the
beginning, one node (called an initiator) stores a value equals to “1” and all the remaining nodes stores
“0”. At every contact, the nodes exchange their current values and update the stored value as the average
of its value and the peer’s. Eventually, the algorithm converges to 1/N and the number of the network
nodes is achieved as the inverse of the estimate. In contrast, the population protocols use tokens to
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calculate network size. At the initial run, each node is allocated a single token. At each contact, two
nodes toss a fair coin and the one winning the ballot collects the whole peer’s tokens. At the end, tokens
gather on a node that has the accurate estimation of the network’s size. However, randomly choosing
nodes to collect tokens during node contacts may result in suboptimal performance: it leads to long
convergence time and low estimation accuracy. To cope with these issues, Ning ef al. [24] therefore
propose a new technique that incorporates effective contact probability into counting process. On the
other hand, the works in [7, [20] apply a different strategy based on Aggregation of node states. When
two nodes come into contact, they exchange the state sets and each node then establishes a union set
containing the elements of both its own set and the peer’s. In the end, all nodes converge to have a set
including the ids of all nodes in the network, and the network size is determined by the cardinality of the
set.

However, all the abovementioned Aggregation schemes suffer from common problems in OMN:Ss,
namely long convergence time and estimation accuracy sensitive to node failures. To deal with these
issues, we propose a node counting algorithm based on a statistical sampling technique, Mark-Recapture
[8]. In the following, we discuss the existing works that are developed based on statistical sampling
techniques.

2.1.2 Statistical sampling algorithms

Statistical sampling methods produce a prediction of the system’s global properties based on the statistics
attained from uniformly random samples. Sample-Collide [23] is proposed to calculate peer counting
in overlay networks. The work in [4] applies a sampling technique based on Taxi-Problem (also known
as Racing-Car Problem) to predict the number of active nodes in an OMN. In general, Taxi-Problem
works as follows: one (also called initiator) wishes to estimate the number of taxis currently operating
on the streets of a city. The taxis are numbered consecutively from one to some unknown number N.
The initiator observes and records the ids (=serial numbers) of all taxis that have passed in a given time
interval. In addition, this scheme assumes that each taxi is equally likely to pass the initiator at any given
time. Using the sampling data, an unbiased minimum variance estimator (UMVE) is finally computed
as the best estimate of the total taxis in the given city. As shown in [4], the counting algorithm based
on Taxi-Problem can work properly in OMNSs to give a good estimate of network size. Despite the
elegance of this technique, however, the effectiveness of Taxi-Problem in OMN:Ss strictly depends on two
conditions as follows: first, all nodes are consecutively numbered from 1 to N; second, the probability
of encounter between any pair of nodes is uniformly distributed in the network. As opposed to Taxi-
Problem, our proposed algorithm is relaxed from these constraints: it does not require the nodes either
to be successively numbered or to have a homogeneous contact pattern.

2.2 Node mobility considerations

In the literatures, majority of the node counting algorithms proposed for OMNs are developed under
the assumption of a simple random i.i.d model. In the class of Aggregation, for example, the gossip-
based pair-wise average method [14] suggests that in each pair-wise contact nodes exchange their current
values and store the new value as the average of their present values. Given that all nodes have an equal
opportunity to meet any other node in the network, the algorithms of all the nodes eventually converge
to a single values of actual network size. Moreover, the work of crowd counting in [[7] proposes a fully
decentralized Aggregation to calculate an accurate estimate of the crowd size. During a node contact, two
nodes exchange their state sets containing the identities of the nodes already seen before. By assuming
that all nodes (individuals) in the crowd follow a random walk (RW) mobility, they finally converge to
have a set that includes the ids of all nodes in the crowd and the crowd size is then determined by the
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cardinality of the set.

As similar to Aggregation, most of the existing works of node counting based on statistical sampling
methods also rely on the assumption of random mobility. For instance, the work based on Taxi-Problem
[4] strictly requires that the node contact pattern should be homogenous, so that the probability of any
node encountering the initiator will be equal. In fact, however, real-life mobility deviates from the
assumption of random i.i.d. mobility [3]. In [20]], Li et al. study the effect of node mobility on data
collection and node counting in OMNs. However, their investigation is still based on a homogeneous
mobility pattern, where each node randomly selects the destination and speed: the destination follows
a uniform distribution, but the speed follows a Gaussian distribution with the mean is constant, but the
standard deviation varies during the experiment. Our proposed algorithm, however, is investigated under
both random movement and realistic mobility scenarios. For the latter case, we use real human mobility
models, which intrinsically possess a heterogeneous contact pattern [27], where a few nodes (called hub
nodes) have many contacts with others, but majority of the network nodes only have few ones.

2.3 Applications of node counting

With the more powerful mobile wireless devices nowadays, it is not required to offload the processing
to an edge server or a cloud computing service. In mobile computing, a computational task is executed
independently in each node (mobile device), and by using communication all nodes share their individual
outcomes and ultimately arrive at a convergence result. One of the typical tasks in distributed computing
is calculating network size (i.e., the number of nodes in the network). This information can then be used
as input by other applications or protocols. Some applications of node counting are as follows: network
size is used for building and maintaining the distributed hash table in P2P networks [[1]; in [22] the
statistic is exploited in wireless mobile ad hoc networks (MANETS) to set up a quorum of a membership
service; UrbanCount [7]] applies a fully distributed crowd counting protocol to estimate crowd size during
open-air events or rush hours for city administration; in [4] the knowledge of network size is required to
optimize the performance of a routing algorithm in OMNs by minimizing the delivery cost. In this paper,
we use local estimates of network size to improve the delivery cost performance of a flooding-based
algorithm, Epidemic routing [26], by capping the message replicas to be a half of the network size.

3 The Mark-Recapture Distributed Estimation Scheme

In this section, we propose a novel strategy of distributed estimation based on the Mark-Recapture tech-
nique to predict the number of nodes in an OMN. We initially introduce the basic scheme of Mark-
Recapture widely used in ecology. We then discuss the system model and problem description and
finally propose the Mark-Recapture distributed estimation algorithm for OMNSs.

3.1 The Basic Mark-Recapture Method

Wildlife managers commonly use the Mark-Recapture technique [8] (also called the Lincoln-Petersen
method) to estimate the population size of animals or fishes in forests or seas before hunting or fishing
seasons, respectively. The scheme comprises a single marking episode (also called a capture episode) and
a single recapture episode. It initially starts with taking a sample of individuals in a natural population,
marking and then sending them back to the original population and finally recapturing some of them as a
basis for predicting the population size at the time of initial marking. The basic principle of the algorithm
is that if a sample of the population is marked in some way, returned them to the original population, and
after fully dispersed in the population a second sample (also called a recapture sample) is taken, the ratio
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of total marked individuals (/) to sample size (C) in the recapture sample will be equal to the ratio of
total marked individuals in the initial sample (M) to the population size (N). That is,

m(total _marked_in_recapture)  M(total_marked _initially)

(1

C(recapture_size) "~ N(population_size)
By rearrangement (1), we can calculate the estimate of the population’s size at the time of initial marking,
as

MC

N="2 2
m

However, the accuracy of Mark-Recapture relies on several assumptions as follows:

* The population size should be constant during the period between the initial marking episode and
the recapture episode.

* The probability of all individuals being captured should be the same during both the episodes.

* There must be sufficient time between the capture and recapture periods to allow all the marked
individuals to be randomly mixed all over the population.

* The marked individuals should not lose their marks between the two periods.

3.2 System Model and Problem Description

We consider an opportunistic mobile network, where the nodes move independently in a given area and
communicate to the peers wirelessly. Communication occurs when nodes come into contact within their
radio ranges. Our study is based on several assumptions as follows:

* There are N mobile nodes in the network.

* Nodes participate equally in the counting process.

* Nodes do not provide fake information to others.

* Nodes do not stop operations or abruptly leave the network all the time.

* Any node can initiate a counting process whenever it needs to know the network size.

The purpose of this study is to make a prediction on the number of nodes in an OMN with high
accuracy and a low delay. This particularly becomes a complex task in OMNSs, since the node contacts
are unpredictable and are limited in terms of time and bandwidth. Furthermore, this paper considers
node counting in a closed system. In this setting, the number of nodes is fixed but unknown and needs
to be predicted. Different scenarios may allow nodes to enter and leave the area (called an open system

initiator-id total marks seq. number TTL

Figure 1: The marking message structure
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Algorithm 1: The Mark-Recapture Distributed Algorithm

/* initialization */
totalMarks <— M,

ttl«—TTL;

round <— 0;

estimates <— 0;

seqgNum +— 0;

/* initial marking phase */
begin

initiatorlD <— InitiatorSerial Number;

/* starts a new counting round by creating a marking message s */

if initiator then
createMarkingMessage(s.initiatorlD,s.totalMarks,s.segqNum + +, s.ttl);

round++;

end
/* marking the encountered nodes until TotalMarks=1 x/

if contactedNode.marked=false and s.totalMarks > 1 then
sendMarkingMessage(s.totalMarks = |[M /2]);
updateMarkingMessage(s.totalMarks = [M /2]);

end

end

/* recapture phase x/
begin

recapture <— 0;

markedNode <— 0;

/* when contact occurring with a node B x/
if initiator and 5.1t/ > O then

if —recapture.contains(B) then recapture.add(B);

if B.marked = true then markedNode++,;

end
end
/* the counting round terminates x/
begin
if initiator and s.rtl = 0 then
estimate=calculateEstimate();/* using(2) */
estimates(round).add(estimate);
end
/* calculate final estimate x/

final Estimate=avg(estimates());
end

with node churn). However, as previously demonstrated in [7], node counting in an open system is
more challenging, and providing an accurate count is not trivial. Therefore, we restrict the discussion in
this paper to the case of closed systems, and all kinds of opportunistic network applications that meet
the requirements of Mark-Recapture mentioned above can use our proposed algorithm for estimating
network size.
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3.3 The Proposed Algorithm

We now discuss the proposed distributed estimation algorithm based on Mark-Recapture for OMNs. We
divide the algorithm into two phases: initial marking and recapture. For node marking, we firstly define
a marking message (Fig.1) as a small (control) message containing a number of variables: initiator-
id, total-marks, sequence-number, and TTL. Initiator-id represents the identity of a node that initiates
counting; total-marks is the maximum number of nodes that can be marked during the marking session;
sequence-number is the unique identity of a marking message, incrementing by one for each new count-
ing initiation; finally, TTL is the time-to-life of a marking message which directly represents the duration
of a single counting round.

The marking episode starts when a node (called an initiator) initiates a counting process by creating
a new marking message. When the initiator encounters another node, it marks the contacted node by
sending a copy of the message to the peer. Moreover, we assume that the marked nodes do not drop
the marking message before the message TTL expires. For the marking process, we have two possible
strategies: first, only the initiator itself can mark the encountered nodes; indeed, this strategy is simple
but takes a long time to completely perform node marking in an OMN. To speed up the process, the
second strategy, we call it binary-marking, allows the already marked nodes to help the initiator to
perform node marking: the initiator initially starts with a marking message with total-marks is set to M
marks; when any node A (either the initiator or the marked node) that has total-marks m >1 encounters
another node B that has not yet been marked, A then forwards the copy of the marking message to B
with total-marks |m/2] and keeps [m/2] for itself; if the total-marks is left with only one mark, the
node terminates marking other contacted nodes; particularly, when this case happens in the initiator, the
algorithm subsequently switches the marking phase to a recapture phase (in this algorithm, we assume
that only the initiator itself is able to perform the recapture process).

Before commencing a recapture episode, the initiator must wait for some time to allow all the marked
nodes to be randomly dispersed over the network. During the recapture period, at each contact the
initiator records the id of the encountered node and then categorizes it into a marked or unmarked node:
if the contacted node has the marking message with the id-initiator matches with the id of the initiator,
the initiator then increments the marked-node counter. When the message TTL expires, the recapture
episode finishes, and in turn the current counting round completely ends. In future, the initiator can
launch another counting round by initially creating a new marking message with a unique sequence
number (that is, the algorithm increments the sequence number by one for each new marking message
creation). At the end of each counting round, the initiator computes the total number of nodes in the
network using (2). The algorithm eventually returns the final estimate of network size as an average of
the estimates obtained from the all previous counting rounds. We depict the pseudo-code of the Mark-
Recapture distributed algorithm in Alg. 1.

4 Performance Evaluation of the Proposed Algorithm

In this section, we evaluate the performance of the Mark-Recapture distributed algorithm in OMNS. Ini-
tially, we conduct extensive simulations to investigate the estimation accuracy and convergence time of
the proposed algorithm. Subsequently, we examine the performance improvement of Epidemic routing
with local estimates of network size. In this study, we use the ONE simulator [19], a discrete-event
simulator for delay-tolerant networks. For simulation’s mobility scenarios, we consider both random
movement and real human mobility models. For the former case, we use the Random-Walk (RW) model
packaged along with the ONE simulator. For the latter one, we consider two real human contact data
traces, namely Haggle [25] and Reality [[11], which represent the short-term and long-term human mo-
bility models, respectively. The Haggle trace captured the activities of 41 participants during the 2005
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Figure 2: Node counting in the random mobility scenario (N=50)

Infocomm conference lasted for 3 days in Miami, USA. However, Reality trace logged the activities of
97 students and staffs at the MIT campus during one academic year. The study was actually performed
around 10 months.

4.1 The Estimation Accuracy and Convergence Time of the Mark-Recapture Distributed
Algorithm

In this section, we discuss the accuracy and convergence time of Mark-Recapture in estimating the net-
work size of an OMN. We initially consider the random movement scenario. In Fig. 2, we show the
simulation results of Mark-Recapture that estimates the number of nodes in an OMN in the random case.
In this setting, the total nodes in the network (N) is 50 nodes, the node mobility speed (v) is 1.5-2.5 m/s,
and the simulation area is 5000 X 5000 m?. We randomly choose nodes in the network as initiators (e.g.,
node ids 7, 35 and 41) and subsequently depict the counting results of these nodes with respect to sim-
ulation time in Fig. 2 (left) for total-marks=20. We see that the average estimates of all the given nodes
eventually converge to the actual network size (V=50 nodes) at nearly the same time (=~ 18,000 sec or 5
hours). In Random-Walk, the probability of node contact is identically, independently distributed (i.i.d)
in the network. All nodes therefore have the same probability of being captured in both the initial marking
and recapture periods. As a result, as shown in Fig. 2 (left) the counting algorithms of all the nodes show
similar counting performances, in terms of accuracy and convergence time. Afterwards, in Fig. 2 (right)
we describe the effect of total-mark values on the algorithm’s performance when all the network nodes
simultaneously perform node counting. We notice that for network with N=50, total-marks=20 gives the
best performance among the others in terms of both accuracy and convergence time. Nevertheless, the
performance differences among the given total-marks are insignificant in this random scenario, and all of
them are eventually able to converge to the actual network size at a slightly different time. Finally, in Fig.
3 we compare the performance of Mark-Recapture with that of an Aggregation scheme, i.e. the Pair-Wise
Average method [14] (hereafter, we call it PW-Avg for short), in the random scenario (the brief discus-
sion of how PW-Avg works is given in Section 2.1.1). We again randomly select nodes in the network as
initiators and then run the simulations by successively applying both the algorithms on the nodes. In Fig.
3 (left), we depict the counting performance of Mark-Recapture (total-marks=20) compared with that of
PW-Avg in the random scenario for N=50. Even though the estimates of both the algorithms in the given
nodes can eventually reach the actual network size, the estimates of Mark-Recapture nodes converge at a
shorter delay time. The use of sampling strategy in Mark-Recapture effectively produces a good estimate
of network size within a relatively short duration of time, while PW-Avg requires more time to enable the
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Figure 3: Mark-Recapture (MR) vs. Pair-Wise Average (PW-AVG) in the random mobility scenario

initiator to meet more nodes before having a proper result. Subsequently, in Fig. 3 (right) we show the
effect of node density (e.g., N=50 and 100) on both the algorithms’ performances when all the network
nodes perform node counting simultaneously. It is obvious that the increase of node density can reduce
the convergence times of both the algorithms. Moreover, within the same node density, Mark-Recapture
again outperforms PW-Avg in terms of convergence time.

We now discuss the performance evaluation of the Mark-Recapture algorithm in real human mobility
scenarios. Typically, individuals move to places or meet other people to fulfill their social needs, and
social (contact) graphs are commonly used to describe their social relationships. The authors of [29]
investigated several real human contact datasets and confirmed that human mobility typically possesses
a non-random contact pattern, where a few nodes (individuals) have contacts (or relations) with many
others, but majority of nodes only have few ones. The nodes having a large number of contacts with
others are therefore socially very popular in the networks (these popular nodes also called hub nodes
in social network analysis, SNA). Firstly, we consider the short-term contact traces, the Haggle dataset
[25]. In this scenario, we deliberately choose 3 nodes as counting initiators, namely node ids 21, 28,
and 34, which represent the most-popular node, moderate-popular node, and the least-popular node,
respectively, in Haggle. We then depict the Mark-Recapture performances on these nodes in Fig. 4
(left) for total-marks=10. We notice that node 21 (the most popular node) can accurately estimate the
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Figure 4: Node counting in the Haggle mobility scenario (N=41)
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Figure 5: Mark-Recapture (MR) vs Pair-Wise Average (PW-AVG) in the Haggle mobility scenario
(N=41)

network size in a relatively short time. In contrast, the less popular nodes (node 28 and 34) fail to predict
the network size (i.e., the estimates of these nodes never converge to the real network size throughout
the simulation time). As opposed to random movement, human mobility possesses a heterogeneous
contact pattern. Consequently, the most popular node can perform the recapture process properly (i.e.,
it can meet the marked nodes with same probability), leading to accurately estimate the network size.
In the less popular nodes, however, when the marking process can be assisted by other nodes (since
our scheme uses the binary marking scheme), the nodes cannot (re)capture the marked nodes with the
same probability; in turn, this results in inaccurate estimates of network size. Furthermore, in Fig. 4
(right) we depict the average estimates of network size for several total-marks when all the network
nodes simultaneously initiate counting processes. We notice that the average estimates of all the network
nodes are significantly below the actual network size. Due to the inherent characteristic of non-random
contact, only a few popular nodes (as initiators) can produce a good estimate of network size, while most
of the network nodes (i.e., less popular nodes) fail to do this. Consequently, as shown in Fig. 4 (right),
the whole counting processes initiated by all the Haggle nodes result in the average estimates below the
actual network size.

Lastly, we compare the performance of Mark-Recapture with that of PW-Avg in the Haggle scenario.
We again choose two nodes in Haggle as before, namely node 21 and 34, that represent the most popular
node and the least popular node, respectively, and then apply both the algorithms on the nodes succes-
sively. In Fig. 5 (left), we show the counting performance of Mark-Recapture (total-marks=20) compared
with that of PW-Avg in the given nodes in Haggle (N=41). It is obvious that both the algorithms in the
most popular node (node 21) can work properly (i.e. the estimates of the node eventually converge to the
actual network size). Moreover, Mark-Recapture can converge in a shorter time compared to PW-Avg
in this popular node. In contrast, both the algorithms in the least popular node fail to produce a good
estimate of network size. As described above, in Mark-Recapture the least popular node suffers from a
recapture issue, as it cannot recapture the marked nodes with the same probability. Similarly, in PW-Avg
the least popular node has only few contacts with others, therefore it cannot update the counting value
properly, resulting in an incorrect estimate of network size. Furthermore, in Fig. 5 (right) we describe
the counting performance of Mark-Recapture (total-marks=20) compared with that of PW-Avg when all
the network nodes initiate counting processes simultaneously. Since majority of nodes in Haggle are less
popular nodes (due to the inherent characteristic of heterogeneous contact in real human mobility), we
then see in Fig. 5 (right) that both Mark-Recapture and PW-Avg are unsuccessful to predict the network
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Figure 6: Node counting in the Reality mobility scenario (N=97)

size. Indeed, only a few nodes (i.e. popular nodes) in Haggle are able to effectively estimate the network
size.

The final mobility scenario we consider is the Reality dataset [11], which is captured the long-term
human mobility traces. We purposely select 3 nodes as initiators, namely node ids 95, 84, and 87,
representing the most-popular node, moderate-popular node, and the least-popular node, respectively,
and next apply Mark-Recapture on these nodes. In Fig. 6 (left), we illustrate the counting performances
of Mark-Recapture in these nodes for total-marks=30. As similar to Haggle, we again see that the
counting algorithm in the most popular node (node 95) outperforms those of the less popular nodes (node
84 and 87). The estimate of the most popular node is able to nearly approach the actual network size in
a relatively short time. In contrast, the algorithms in the less popular nodes are ineffective to estimate
the network size (i.e. the average estimates of these nodes never converge to the actual network size
throughout the simulation time). As in Haggle, less popular nodes in Reality suffer from the recapture
issue, since they cannot (re)capture the marked nodes with the same probability. Furthermore, in Fig. 6
(right) we depict the average estimates of network size when all nodes in Reality simultaneously initiate
counting processes for several total-mark values. Since majority of the Reality nodes are less popular
nodes (due to the heterogeneous contact pattern) and the less popular nodes are typically not able to
perform node counting properly (due to the recapture issue), as shown in Fig. 6 (right) the average
estimates produced by all the Reality nodes therefore are far below the actual network size for all the
given total-mark values.

Finally, we compare the performance of Mark-Recapture with that of PW-Avg in Reality. We again
choose node 95 and 87 representing the most popular and the least popular nodes, respectively, and
then apply both the algorithms on these nodes consecutively. In Fig. 7 (left), we illustrate the counting
performances of Mark-Recapture (total-marks=45) and PW-Avg on both the nodes. It is clear that both
the algorithms can provide a good estimate when they are applied on the most popular node (node 95). In
the least popular node, however, both the algorithms fail to accurately predict the network size and their
estimates never converge to the real network size during all the simulation time. Furthermore, in Fig. 7
(right) we show the counting performance of Mark-Recapture (total-marks=45) compared with that of
PW-Average when all the network nodes initiate counting processes concurrently. As similar to Haggle,
we again see that majority of the Reality nodes (i.e., less popular nodes) fail to produce an accurate
estimate of network size in both the algorithms, resulting in the average estimates of all the nodes are far
from the actual network size. Actually, only a small number of (popular) nodes can contribute a correct
result in the average estimates in Fig.7 (right).
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To sum up, the counting performance of the Mark-Recapture distributed algorithm in OMN:ss is opti-
mal, in terms of accuracy and convergence time, when all nodes move in a random manner in the area.
In this case, all nodes are able to perform node counting properly, leading to accurately estimate the net-
work size. Furthermore, Mark-Recapture can outperform an Aggregation scheme, nemely PW-Avg, in
terms of convergence time in the random scenario. However, both the algorithms suffer from a common
problem in the real human mobility cases, where only a few (popular) nodes are able to carry out node
counting appropriately, while majority of nodes work ineffectively. Meanwhile, in some specific cases
of real human mobility, such as in disaster, military and crowd scenarios, human movement is typically
modelled as a random process. For instance, the work of UrbanCount [7]] used a City-Square model [9]]
to describe the movement of people in a city square. This movement model is actually an improvement
of Random-Waypoint. Based on that study, we therefore believe that Mark-Recapture still can be utilized
in these specific cases of human mobility. On the other hand, mobile crowd sensing applications [[13]]
use a client-server paradigm, where mobile devices sensing and sending data to a server (in the cloud)
that further processes the data and distributes the result to users who need the result. Using such client-
server architecture, we suggest that Mark-Recapture can be utilized for counting the number of nodes
in human-based opportunistic networks, where only a small number of (popular or most active) nodes
sampling and reporting data to a central server, and the server eventually provide the final result to nodes
requesting the information.

4.2 The Performance Improvement of Epidemic Routing with Local Estimate of Net-
work Size

In this section, we discuss the application of node counting in data dissemination in OMNs. We exploit
a local estimate of network size obtained from the Mark-Recapture algorithm to improve the delivery
cost performance of Epidemic routing [26]. In Epidemic routing, a node forwards message copies to all
the neighbours within the radio range so that the copies are quickly disseminated all over the network.
This oblivious forwarding achieves near-optimal in terms of delivery latency when the node resources
are assumed to be unlimited. In practice, however, Epidemic routing tends to quickly deplete the node
resources, such as power and storage, and eventually greatly reduces the network delivery performance.
We therefore improve Epidemic routing by tweaking it based on the observation in [30] as follows: only
the estimate of the number of nodes in the network (N) is required to tune the number of copies (L), and
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Figure 8: Performance comparison of Epidemic and Epidemic-LE in the random scenario

Epidemic routing with L = N /2 can achieve an optimal delivery delay with minimum resource overhead.
In order to incorporate the estimate of network size discussed so far in Epidemic routing, we associate
a variable with each message, namely fotal-copies (L) denoting the total number of message copies that
can be forwarded by the source node and other nodes receiving a copy to L distinct relay nodes. When
L copies have been spread, Epidemic routing stops to forward and lets each relay carrying a copy to
perform direct transmission to the destination. Furthermore, in this experiment we set L to be a half of
the local estimate of network size (V). We eventually compare Epidemic routing with a local estimate
of network size (hereafter, we call it Epidemic-LE) to conventional Epidemic routing (hereafter, we just
call it Epidemic) for three performance evaluations, namely delivery latency, overhead ratio, and total
message dropped. We do not show the delivery ratio results since Epidemic-LE is able to achieve the
delivery ratio as high as that of Epidemic in all scenarios.

We firstly discuss the performance of Epidemic-LE compared with that of Epidemic in the random
scenario. In Fig. 8 we show the performance comparison of these routing schemes in terms of the given
evaluation measures for different network sizes. In this random case, all nodes independently initiate a
counting process to attain a local estimate of network size (N), and subsequently create a new message
with total copies L = /2 and it is sent to a randomly chosen destination. In the simulation, we set the
message generation interval to be 5-10 minutes with the simulation time is 12 hours. For other simulation
settings, we use the same settings used in the earlier experiment for the random case. As shown in Fig.
8, Epidemic-LE outperforms Epidemic in terms of overhead ratio and total message dropped for all the
given network sizes. With the delivery ratio performance is almost the same between the two routing
schemes, Epidemic-LE is able to reduce the copy redundancy in the network (indicated by the lower
overhead ratio), leading to efficiently use the node resources, e.g. buffer or storage (showed by the
significant decrease of total message dropped of Epidemic-LE compared to Epidemic’s). Nevertheless,
this reduced resource overhead of Epidemic-LE comes at a price, as the delivery latency slightly increases
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Figure 9: Performance comparison of Epidemic and Epidemic-LE in the Haggle scenario
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beyond that of Epidemic for all the given total number nodes in the network.

We next discuss the performance improvement of Epidemic-LE in the real human mobility scenarios,
namely Haggle and Reality. In contrast to the random case, in these real-life cases only popular nodes
can initiate a counting process (as we have described previously, the counting algorithms of less popular
nodes fail to produce a good estimate of network size). In consequence, we assume that less popular
nodes have ways to learn about the network size from the popular nodes (for example, using a simple
flooding data dissemination algorithm or using a client-server architecture as in [[13]). Subsequently, all
the network nodes randomly create a new message with total copies L is set to a half of local estimate of
network size, and the message is then sent to a randomly chosen destination. In Fig. 9 and 10, we show
the simulation results of Epidemic and Epidemic-LE in Haggle and Reality, respectively, for the given
performance metrics. In the simulations, we set the message generation interval to be 5-10 minutes with
the simulation time is 3 days for Haggle, and the message generation interval to be 20-30 minutes with
the simulation time is 3 months for Reality. From both the figures, we notice that by capping the total
message copies distributed in the network at maximum L = N /2 replicas, Epidemic-LE can significantly
reduce both the overhead ratio and total message dropped below those of Epidemic, while keeping the
delivery ratio as high as Epidemic in both Haggle and Reality. However, as in the random case, we again
see a trade-off between resource efficiency and delivery latency performance: the efficient use of node
resources of Epidemic-LE increases the delivery delay beyond that of Epidemic in both the real human
mobility scenarios. In addition, the increase of delivery delay is more obvious in Reality. Given that
OMN s are a class of delay-tolerant networks (DTNs), this increase in delivery latency is not regarded
substantial; instead, the reduction of node resource consumption, reflected in the improved overhead
ratio and total message dropped, represents a significant improvement in the network’s performance.

5 Conclusion

We have presented the Mark-Recapture distributed algorithm, a novel node counting technique targeted at
accurately estimate the total number of active nodes in an OMN with a low delay. We have demonstrated
that the algorithm achieves high accuracy and a low convergence time in estimating network size in
the random i.i.d. movement case. In addition, Mark-Recapture can outperform a gossip-based Pair-
Wise Average scheme in terms of convergence time in this random scenario. However, in the real human
mobility scenarios, only the algorithm in popular nodes (both Mark-Recapture and PW-Avg) can produce
an accurate estimate of network size in a relatively short delay time, while majority of nodes (i.e., less
popular nodes) are ineftective to perform node counting.

After this, we improved Epidemic routing by incorporating a local estimate of network size to the
routing scheme to reduce message redundancy in the network. We showed that Epidemic with LE (local
estimates) can achieve delivery ratio as high as conventional Epidemic routing, but at a lower overhead
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ratio and total message dropped in both the random and real-life scenarios. Nevertheless, this efficient
delivery of Epidemic-LE slightly increases the delivery latency beyond that of (conventional) Epidemic
routing.

Finally, for future works we can identify two points. First, we have shown that Mark-Recapture
cannot work appropriately in less popular nodes in the real human mobility scenarios. Consequently,
these nodes should rely on popular nodes to learn an accurate information of network size. In future, we
therefore need to study a method to efficiently distribute the counting results of the popular nodes to all
nodes in the network, such as a publish-subscribe scheme [[12] or a client-server model [10]. Second,
even though this paper only considers a closed system, we also need to take into account a more realistic
scenario, i.e. an open system with churn, where nodes are allowed to enter and leave the area during the
experiment. We believe that our proposed algorithm should be improved to accommodate this complex
system.
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