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Abstract: This paper proposes a feature extraction method for a chord recognition, which
gives a fewer number of feature extractio s than the previous works. The method
of the proposed feature extraction is segment averaging with SHPS (Simplified Harmonic
Product Spectrum) and logarithmic scaling. The chords used in developing the proposed
feature extraction were guitar chords. In a more detail, the method of the proposed feature
extraction basically is as follows. Firstly. the input signal is transformed using FFT (Fast
Fourier Transform). Secondly, the left portion of the transformed signal is then processed in
succession using SHPS. logarithmic scaling. and segment averaging. The output of segment
averaging is the result of the proposed feature exacton. Based on the 1t resut, he
proposed feature extraction is quite efficient for use in chord recognition, since it requires
only at least eight coefficients to represent each chord
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1. Introduction

A chord is two or more tones that played at the same time. A chord is named based on m

origin of the tones being pla )ed For example, if the tones are coming from the first, third,
fifth notes on the maj . then the chord is included in the major chord. There are many
variations of the chords that uepenu on the scale and sequence of notes on the scale [1].
The chords are usually used to accompany the song. The existence of these chords will make the
song more alive. In order (o recognize the chords being played. someone with a good musical
ability can recognize it easily. However. it will be difficult to do by someone who does not have
a good musical ability

Today the computer can be programmed to imitate someone with good musical ability., in
order to recognize chords. Based on the previous works, a chroma-based chord recognition is a
popular approach. A feature extraction based on the chroma feature is the Pitch Class Profile

P). Basically PCP introduced by Fujishima [2] produces a 12-dimensional vector for each
chord. In that vector, each vector dimension represents the power of each pitch. The PCP of
Fujishima is quite popular today. as it is still used in recent works [3] [4]

In addition to the original PCP feature extraction above, there are also a number of derivatives
of PCP feature extraction, such as Improved Chromagram (5], Improved PCP [6], and CRP
(Chroma DCT-Reduced log Pitch) [7]. A number of derivatives of PCP feature extraction, also
produce 12-dimensional vectors for each chord.

Hariquist {1 has shown that,hesgalfrom heguia chord has manysigrifcant ocal paks
in the discrete Fourier transform domain. In additi 8] and Sumarno [9] also have
shown that, the signal from a pianica tone also s 1m|n) significant local peaks, in the discrete
cosine transform domain and discrete Fe , Tespectively. In order to

erf aks. Sumarno [8] and

four feature extraction coefficients for each tone, respectively.

This paper proposes a feature extraction method, which has a fewer number of feature
extraction coefficients than the previous works. Specifi iant of the
segment averaging feature extraction, that previously used in the tone recognition [8] [9], to be
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1. Introduction

A chord is two or more tones that played at the same time. A chord i1s named based on the

origin of the tones being played. For example, if the tones are coming from the first, third, and
fifth notes on the major scale, then the chord is included in the major chord. There are many
variations of the chords that depend on the scale and sequence of notes on the scale [1].
The chords are usually used to accompany the song. The existence of these chords will make the
song more alive. In order to recognize the chords being played, someone with a good musical
ability can recognize it easily. However, it will be difficult to do by someone who does not have
a good musical ability.

Today the computer can be programmed to imitate someone with good musical ability, in
order to recognize chords. Based on the previous works, a chroma-based chord recognition is a
popular approach. A feature extraction based on the chr(}mellure is the Pitch Class Profile
(PCP). Basically PCP introduced by Fujishima [2] produces a 12-dimensional vector for each
chord. In that vector, each vector dimension represents the power of each pitch. The PCP of
Fujishima is quite popular today, as it is still used in recent works [3] [4].

In addition to the original PCP feature extraction above, there are also a number of derivatives
of PCP feature extraction, such as Improved Chromagram [5], Improved PCP [6], and CRP
(Chroma DCT-Reduced log Pitch) [7]. A number of derivatives of PCP feature extraction, also
produce 12-dimensional vectors for each chord.

Hartquist [1] has shown that, the signal from the guitar chord has many significant local peaks
in the discrete Fourier transform domain. In addition, Sumarno [8] and Sumarno [9] also have
shown that, the signal from a pianica tone also has many significant local peaks, in the discrete
cosine transform domain and discrete Fourier transforms domain, respectively. In order to
perform feature extraction on a signal which has many significant local peaks, Sumarno [8] and
Sumarno [9] have used the segment averaging feature extraction which can produce eight and
four feature extraction coefficients for each tone, respectively.

This paper proposes a feature extraction method, which has a fewer number of feature
extraction coefficients than the previous works. Specifically, this paper proposes a variant of the
segment averaging feature extraction, that previously used in the tone recognition [8] [9], to be
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suitable for the chord recognition, especially the guitar chords.

2. N thodology
A. System development

The development of the chord recognition system is shown in Figure 1. The input is a chord
a;nzll in wav format, whereas the output is a text that indicates a recognized chord. Here is the
explanation of the blocks shown in Figure 1.

Input
(wav) Silence and
—» Normalization —» Transition |9 Frame Blocking
Cutting
Symn ; I ‘i 1
Symmeiry < FFT - Windowing

Cutting

- y Logarithmic Segment
SHPS —» o B o
Scaling Averaging
Output
(text) Similarity

<— Chord Decision [« : .
Calculation

T

Chord Database

Figure 1. The block diagram of the developed chord recognition system.

A.l. The input

The input of the chord recognition system is a recording of guitar chords in isolated wav
f()rmalt.@ guitar is an acoustic-electric guitar Yamaha CPX 500-II (see Figure 2). The chords
are the major chords C, D, E. F, G, A, and B. Furthermore, in this paper, when the chords are
mentioned, they are the major chords.

The input of the chord recognition system were obtained by recording the above chords with
a sampling frequency of 5000 Hz. The magnitude of sampling frequency was chosen by
considering Shannon's sampling theorem and previous works using segment averaging feature
extraction [8] [9]. Based on the Shannon's sampling theorem, the 5000 Hz of sampling frequency
has already exceeded twice the highest fundamental frequency 392 Hz (tone G4) from chord G.
Based on the evaluation results, the duration of the recording for 2 seconds was sufficient to
obtain the steady state region for frame blocking purposes.

Figure 2. The guitar used in this work.
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A.2. Normalization

Normalization is a process of setting the maximum value of the data of the recording signal
to be 1 or -1. This normalization aims to eliminate the differences in the maximum values of a
number of recording data signal sequence.

A.3. Silence and transition cutting

Silence and lan;itic)n cutting is a process of cutting the silence and transition regions that are
on the left side of thaecording signal. Based on the observations, the silence region can be
removed by applying an amplitude threshold value of 10.51. It starts from the far left region of the
recording signal, if the signal amplitude is less than 10.5] then the signal is cut off. After cutting
the silence region, based on the observations also, the transition region can be removed by cutting
as long as 200 milliseconds of the left portion of the signal.

Ad. Frame blocking

Frame blocking is a process of getting a frame of data signal from a long data signal [10].
The purpose of using frame blocking is to reduce the number of data signal to be processed. In
this work, the width of the frame blocking length is the same as the length of FFT in the FFT
process.

A5, Windowing

Windowing is a process of reducing the discontinuities that appear at the edges of the signal
[10]. This reduction is necessary to reduce the emergence of harmonic signals that appear after
the FFT process. In this work, the window used in windowing is the Hamming window [11].
This window is a window that is widely used in the field of digital signal processing [12]. In this
work, the width of the window is the same as the length of FFT in the FFT process.

A.6. FFT (Fast Fourier Transform)

FFT is a process for transforming signals from the time domain to the Fourier transform
domain. This work used FFT radix-2. This kind of FFT is widely used in the field of signal
processing [12]. The length of the FFT in this process is 2" (n=10, 1, 2, ...), since this work used
FFT radix-2.

A.7. Symmetry curting

Symmetry cutting is a process for cutting the half portion the FFT result. This cutting is
necessary because between the left and the right half portion of the FFT result shows a symmetry
property. Therefore, if using only the left or right half portion of the FFT result, it is sufficient.
In this work, the left half portion of the FFT is used.

A.8. SHPS (Simplified Harmonic Product Spectrum)

SHPS is a process for eliminating harmonic signals. This paper proposes this SHPS that
derived from HPS (Harmonic Product Spectrum) introduced by Noll [13]. Based on the
observations, this SHPS could clarify the difference between a chord with the other one. By
algorithm, this SHPS is as follows.

SHPS (Simplazd Harmonic Product Spectrum) algorithm

1. Consider a sequence x(k)={x(0), x(1), ..., x(N-1)} with N = 2P andp = 0.
2. Do downsampling for x(k) in order to get

xa(k)={x(0), x(2), ..., x(N-2)}
3. Do zero padding for x4(k) in {)l‘dcg get

x{k) = {x(0), x(2), ..., x(N-2), 2(0), 2(1), ..., 2(N/2)-1)}
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where
20)=z(1)= ... = 2((N/2)-1) =0
4. Do element multiplication x(k) and x.(k) in order to get
Xi(k) = x(k) . x:(k) (1)

5. The result of SHPS y(k) 1s the left half of x,,(k)
‘!(R) = { I,,,(O). -tm[l ]9 LLRE ) -rJ?F((Nfz)- 1 )}

A.9. Logarithmic scaling

Logarithmic scaling is a process for reducing the difference in the peak values in a signal
data sequence. The effect of this reduction is the increasing of the number of significant local
peaks. Based on the previous works [8] [9], feature extraction using segment averaging, showed
its superiority for a data signal sequence which has many significant local peaks. Mathematically,
the logarithmic scaling is formulated below.

Your = log(ayin + ]} (2)
where y;, and y,,,. are input data vector and output data vector, and o is a logarithmic scale factor.
The addition of '1" to the above formula is to avoid the infinite logarithmic results when there is
a Zero y;, vector element.

A.10. Segment averaging

Segment averaging as inspired from Setiawan [14], is a process for reducing the signal data
sequence. Basically, the resuaf this reduction still shows the basic form of the original signal
data sequence. By algorithm, this segment averaging is as follows.

Segment averf@§ing algorithm
1. Consider a sequence y(k)={¥(0), y(1), ... . y(N-1)} where N = 2P and p=0.

2. Determine the segment length L with L= 29 foro< g=p.

3. Divide the sequence y(k) by using the segment length L. Thus a number of M segments will
be generated as follows

N
M=— (3)
L
and also the sequence g(u)={g(1), g(2), ..., g(L)} in each segment.
4. Calculate the average value in each segment A(v) as follows

L
h(v) :% e ), 1svsM (4)

=1

A1l Similarity calculation

Similarity calculation is basically a process for comparing the feature extraction of the input
signal with a number of feature extraction of chord signals stored in a chord database. This
similarity indicates that the chord recognition system in this work using a template matching
method [15] [16]. This work used cosine similarity since it is a popular similarity measure [17].
Cosine similarity is formulated as follows.

S(x.y)= (5)

where x and y are two equal length vectors, and n is the length of the vectors x and y. In a pattern
recognition system using a template matching method, one of the vectors (x or y) is a vector to
be searched for its pattern class, while the other vector is a vector stored in a pattern class
database.
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A.12. Chord decision

Chord decision is a process to determine an output chord corresponding to the input signal.
The first step of determining the output chord is to find a maximum value from some similarity
values. These values are the result of the similarity calculations between the feature extraction
of the input signal with a number of the chord feature extractions present in the chord database.
The second step is to determine an output chord. A chord associated with one of the chord feature
extractions present in the chord database, which has the highest similarity, will be determined as
the output chord.

B. Chord database

Chord database shown in Figure 1 is generated using the proposed chord feature extraction
a()wn in Figure 3. Based on Figure 3, the input is a chord sample in the wav format, while the
output is the feature extraction of the chord sample.

Input
Koy} Silence and
—» Normalization Transition | Frame Blocking
Cutting
Symmetry et .
SRR FF1 — Windowing
Cutting
7 Output
(Feature
 adartine s 3 Extraction)
S— ogarithmic egment
SHPS e > e L
L Scaling Averaging

Figure 3. The block diagram of the proposed chord feature extraction.

2]

In this work, 10 samples were taken for each of the chords C, D, E, F, G, A, and B. The
assumptions used for the collection of 10 samples were, with a total of 10 samples, all the signal
variations of each chord were obtained. The results of the 10 samples were 10 feature extraction
results for each chord. Furthermore, the 10 feature extraction results are averaged as follows.

]IO
Zp =037, ©)

10,5
where the vector {T;| 1 =i <10} are 10 feature extraction results, and the vectors { Z7IT=C, D,
E.F,G, A, and B} are the seven chord vectors stored in a chord database. Note that a single
chord database is generated from a single frame blocking value, a single segment length value,
and a single logarithmic scale factor.

C. Test chords

A number of test chords are used to test the developed chord recognition system. For each
frame blocking length, each segment length, and each logarithmic scale factor used, the
develaed recognition system was tested using 140 recorded chords. These chords were came
from the seven chords C, D, E.F, G, A, and B, where each chord had been recorded 20 times.

D. Recognition rate
The recognition rate is used to measure the performance of the developed chord recognition
system. Mathematically the recognition rate is formulated below.
Number of recognized chords <100% (7
Number of testchords
As described above, this recognition rate is calculated for each frame blocking length, each

Recognition rate =
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segment length, and each the logarithmic scale factor used. The number of test chords in this
work was 140 recorded chords.

3. Results and discussion

A. Test results

The developed chord recognition system (see nure 1), was tested under two conditions,
namely without SHPS and with SHPS. The test results are shown in Table 1 and Table 2
respectively. In each of these tables, the tests were performed for various frame blocking length,
segment length, and logarithmic scale factor (a).

Table 1. Results of chord recognition test without using SHPS.
Results shown: Recognition rate (%).

Frame blocking Segment lenzth (points)
length (points) 2 | 4 | 8 ] 16 | 32 | 64 | 128 | 23
(a)a=1
64 78.57 60.71 57.86 2357 14.29 - - -
128 100 94.43 77.86 65.71 26.43 1429 - -
256 100 100 98.57 7500 64.29 32.86 14.29 -
512 100 100 100 100 77.14 6929 37.86 14.29
1024 100 100 100 100 97.86 80.71 65.00 32.14
(b)ya =50
64 84.20 65.00 59.29 2571 14.29 - - -
128 100 94.29 82.14 7143 25.71 1429 - -
256 100 100 100 83.57 65.00 3571 14.29 -
512 100 100 100 100 82.14 7000 33.57 14.29
1024 100 100 100 100 97.86 83.57 69.29 37.14
(c)a=100
64 85.00 65.71 59.29 28.57 14.29 - - -
128 100 95.71 79.29 71.43 33.57 1429 - -
256 100 100 100 83.57 65.71 3571 14.29 -
512 100 100 100 100 82.14 6642 31.43 14.29
1024 100 100 100 100 97.86 8357 67.86 36.43
(d) o= 500
o4 85.71 62.86 57.14 29.29 14.29 - - -
128 100 93.57 76.43 6929 30.00 1429 - -
256 100 100 100 82.14 66.43 3286 14.29 -
512 100 100 100 100 82.14 63.57 28.57 14.29
1024 100 100 100 100 95.71 82.86 67.86 37.14
() = 1000
o4 85.00 63.57 57.86 30.00 14.29 - - -
128 100 93.57 77.14 68.57 30.00 1429 - -
256 100 100 100 79.29 65.71 3143 14.29 -
512 100 100 100 100 82.86 63.57 29.29 14.29
1024 100 100 100 100 96.43 82.14 70.00 37.14
(f) o = 5000
64 83.57 60.00 57.86 30.71 14.29 - - -
128 100 90.71 75.71 67.14 31.43 1429 B B
256 100 100 100 79.29 65.71 3071 14.29 =
512 100 100 100 100 81.43 6143 28.57 14.29
1024 100 100 100 100 95.71 82.86 69.29 35.00
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Table 2. Results of chord recognition test using SHPS.
Results shown: Recognition rate (%).

Frame Segment length (points)
blocking
length 2 4 8 16 32 64 128 256
(points)
(a)a=1
64 67 86 65.71 37.14 1429 - - B -
128 9643 92.86 57.85 4285 14.29 - R -
256 97.14 93.57 88.57 48.57 45.71 14.29 R -
512 100 100 98.57 92.14 58 57 4142 14.29 -
1024 100 100 100 100 96 .43 57.14 3429 1429
(b) =50
64 6429 52.86 44.29 1429 -~ - B -
128 96 43 93.57 63.57 4429 14.29 — B —
256 100 100 100 6857 42.14 14.29 - -
512 100 100 100 9571 61.43 39.29 14.29 -
1024 100 100 100 100 91.43 64.28 45.00 14.29
(c) =100
64 6286 50.71 43.57 1429 - - B -
128 9643 92.86 65.00 42.14 14.29 - B -
256 100 100 100 68.57 37.14 14.29 B -
512 100 100 100 93.57 64.29 3642 14.29 -
1024 100 100 100 100 87 .86 63.57 45.71 1429
(d) « =500
64 5929 53.57 39.29 1429 -~ - B -
128 9642 90.00 69.29 42.86 1429 — B —
256 100 100 100 70.00 37 .86 14.29 B —
512 100 100 100 92.14 65.71 39.29 14.29 -
1024 100 100 100 100 80.71 66.43 46.43 14.29
(e) = 1000
64 6071 55.71 37.86 1429 - - - -
128 9643 87.86 65.71 45.00 14.29 - B -
256 100 100 100 70.71 40.00 14.29 B -
512 100 100 100 92.86 64.29 40.00 14.29 -
1024 100 100 100 100 80.71 66.43 42.86 14.29
(Do =5000
64 60 00 5786 33.57 1429 - - - -
128 9442 85.00 65.00 42.14 14.29 - R -
256 100 100 98.57 67.86 37.14 14.29 B —
512 100 100 100 92.86 63.57 41.43 14.29 —
1024 100 100 100 100 80.71 66.43 43.57 14.29
B. Discussion

Va*ed from the use of SHPS point of view, Table 1, Table 2, and Table 3 show that for the
same number of feature extraction coefficients, the recognition rates in Table 2 are generally
higher than in Table 1. This case can be explained by using Figure 4. As shown in Figure 4, the
use of SHPS causes two things to be observed. The first thing is the decrease of cosine similarity
value between C and D chords. While the second thing is the increase of variance average value
of C and D chords.
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Table 3. The number of feature extraction coeigients associated with
Table 1 and Table 2. Results shown: The number of feature
extraction coefficients (coefficients).

scale factor ()

Frame blocking Segment length (points)
length (points) 2 ] 4 ] 8 [ 16 | 3 | 64 [ 128 | 256
{a) Associated with Table |
64 16 8 4 2 1 - - -
128 32 16 8 4 2 1 - -
256 32 16 8 4 2 1 -
512 128 64 32 16 8 4 2 1
1024 256 128 64 32 16 8 4 2
(b) Associated with Table 2
64 8 4 2 | - - - -
128 16 8 4 2 1 - - -
256 32 16 8 4 2 1 - -
512 32 16 8 4 2 1 —
1024 32 64 32 16 8 4 2 1
SHPS usage Without SHPS With SHPS
Chord C, without SHPS Chord C, with SHPS
3 3
s 2f T 52
SITIERRE e 1T IY
0 0 ? T
2 4 B 8 2 4 i 8
. v v
Feature extraction result Chord D, without SHPS Chord D, vith SHPS
3 3r—
$2p T se T
BT reed [ EhlD00as
2 4 6 8 2 4 6 8
v v
Cosine similarity between C and 0.994 0.963
D chords
Variance average
of Cand D choils 0.133 0338
Notes:
Frame blocking length (points} 256 256
Segmen_l length 6 8
(points)
Logarithmic 500 500

Figure 4. The example of SHPS influences on feature extraction, cosine similarity, and
variance average, for C and D chords.

The decrease of cosine similarity value above indicates that the feature extraction of C and
D chords becomes more dissimilar. This means that the feature extraction of C and D chords
becomes more distinet. In general, if one feature extraction with the other feature extraction
becomes more distinct, it means the discrimination level of feature extraction is increasing.
Furthermore, in general the increasing of this discrimination level will finally increase the

recognition rate.

The increase in variance average value above indicates a greater variation in the values of
feature extraction result. The existence of this greater variation (see the feature extraction of C
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and D chords in Figure 4), will cause the feature extraction of C and D chords becomes more
distinct. As discussed above, in general this one will finally increase the recognition rate.

In general, based on the above discussion, the use of SHPS will cause two things that can be
observed: the decrease in cosine similarity value and the increase in variance average value. As
discussed above, in general, they will finally increase the recognition rate.

Viewed from the frame blocking leath point of view, Table 2 shows, if the frame blocking
length is getting longer, it will further increase the recognition rate. The cause of this incical
can be described as follows. If the frame blocking length is getting longer, it will increase the
number of the feature extraction coefficients. This increasing number of the feature extraction
coefficients will make one feature extraction and other feature extraction becomes more distinct.
As discussed above, in general, this one will finally increase the recognition rate.

Viewed from the segment length point of view, Table 2 shows, if the segment length is getting
longer, it will further decrease the recognition rate. The cause of this inaent can be described
as follows. If the segment length is getting longer, it will decrease the number of feature
extraction coefficients. This decreasing number of the feature extraction coefficients will make
one feature extraction and other feature extraction becomes more indistinct. If one feature
extraction with the other feature extraction becomes more indistinct, it means the discrimination
level of the feature extraction is decreasing. Furthermore, if the discrimination level of the feature
extraction is decreasing, it will finally decrease the recognition rate.

Viewed from the logarithmic scale factor point of view, Table 2 shows two cases. The first
case is, if the logarithmic scale factor is increased up to 50, then the recognition rate will increase.
The second case is, if the logarithmic scale factor is increased above 1000, then the recognition
rate will decrease.

Logarithmic
scale factor (o) : 500 2000
ChordC, a=1 Chard C, =500 Chord G, w=5000
- Sr— -
B ¥ =
= q} LI - il T T cr 9 ? T = T T T T T
2 4 6 B 2 4 i 8 2 4 6 §
Feature extraction v v v
result Chord D, a=1 Chard D, =500 Chord D, w=5000
< o000 = 0 T T ? ? o g = T T T T cr T
2 ) 6 8 2 ) 6 8 2 4 6 8
W v v
Cosine similarity
between C and D 0.947 0963 0.980
chords
Variance average
of Cand D 0.069 0538 0.585
chords
Notes:
Frame blocking
= 2 2 2
length (points) 236 236 236
Segmeqt length g g 3
(points)

Figure 5. The example of logarithmic scale factor (o) influences on feature extraction,
cosine similarity, and variance average, for C and D chords.
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In the first case, as shown in Figure 5, the increase of the logarithmic scale factor, causing
the increasing of cosine similarity value and also the increasing of variance average value. The
increasing of cosine similarity value indicates that the feature extraction of C and D chords
becomes more similar. This means that the feature extraction of C and D chords becomes more
indistinct. In general, if one feature extraction with the other feature extraction becomes more
indistinct, it means the discrimination level of the feature extraction is decreasing. Furthermore,
if the discrimination level of the feature extraction is decreasing, it will finally decrease the
recognition rate.

The increasing of variance average value in the first case above indicates a greater variation
in the value of the feature extraction of C and D chords. This greater variation in the value will
cause the feature extraction of C and D chords becomes more distinct. As discussed above, In
general this one will finally increase the recognition rate. Furthermore, since the final result of
the first case is the increase of the recognition rate, so in this first case, it can be said that the
increase of variance average value has more dominant influence, so that it can increase the
recognition rate.

In the second case, as shown in Figure 5, the increase of the logarithmic scale factor also
causes the increase of cosine similarity value and also the increase of variance average value. As
discussed above, the increase of cosine similarity value, will finally decrease the recognition
rate. In addition, as discussed above also, the increase of variance average value, will finally
increase the recognition rate. Since the final result of the second case is the decrease of the
recognition rate, so in this second case, it can be said that the increase of cosine similarity value
has a more dominant influence, so that it can decrease the recognition rate.

In general, based on the above discussion, the use of the logarithmic scale factor will lead to
the increase in cosine similarity value and the increase in variance average value. When it is
observed in a more detail, in the first case, the variance average value increases significantly,
while in the second case it increases insignificantly. Therefore, it can be said that in the first case,
the significant increase of variance average value has a more dominant influence in increasing
the recognition rate, than the increase of cosine similarity value. In contrast, in the second case,
the increase of cosine similarity value has a more dominant influence in reducing the recognition
rate, than the insignificant increase of variance average value.

C. Best feature extraction result

Based on Table 2, in order to obtain the highest recognition rate, up to 100%, it is required
the use of frame blocking length 256 points, segment length 8 points, and logarithmic scale factor
50-1000. By using that frame blocking length and segment length, it will be obtained a chord
feature extraction that has eight coefficients.

D. Comparison with the other feature extractions

Table 4 compares the performance of some feature extractions for chord recognition. As seen
in Table 4, the proposed feature exlri(m in this work is quite efficient. This is due to the
proposed feature extraction can give a number of feature extraction coefficients that is only two-
third of the previous works of feature extractions.
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Table 4. The performance comparison of some feature

eaction for chord recognition.

Number of p—:
Feature Recognition
Feature Extraction . Rate Test Chords
Extraction (%)
Coefficients i
Improved Chromagram 12 94 1440 test chords from
[5] B 360 recorded guitar chords
. 2l . . e Fi
Improved PCP 12 95 83 192 test (,_h()ld& flf}ll'! _
[6] 192 generated guitar chords
CRP (Chr{)l,ml DCT- 4608 test chords from
Reduced log Pitch) 12 99.96 576 generated guitar chords
Enhanced PCP [7] £ ated gtk )
Segment averaging with e
SHPS and logarithmic | 8 100 140 test chords from -
] . N 140 recorded guitar chords
scaling (this work) =

4. Conclusion and future work

In this paper, it has been presented a chord recognition system using a proposed feature
extraction called segment averaging with SHPS and logarithmic scaling. The best result of the
chord recognition system using this proposed feature extraction, can be obtained by using frame
blocking length 256 points, segment length 8 points, and logarithmic scale factor 50-1000. By
using that frame blocking length and segment length, it will be obtained a chord feature
extraction which has eight coefficients.
The chord recognition system in this work using a template matching method. In the future work,
it can be studied the performance of the proposed feature extraction, if the chord recognition
system using other than template matching method.
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