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ABSTRACT

A classifier combination is becoming a new trend in pattern recognition and machine learning. The development of new
techniques, in order 10 generate a combination of several classifiers is an important aspect in a classifier combination.
Backpropagation neural network is a kind of classifier. Usually, a combination of backpropagation neural nenworks is
generated by using different architectures i.e. different number of layers and also different number of neurons in a layer.
Based on the experiment, it was shown that a combination of backpropagation neural networks could also be generated by
using the same architecture but different weight sets. Those neural networks were generaied by means of random seeds
evaluation when they were trained.
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1. INTRODUCTION

In carly studies of pattern recognition, only one classifier was used to solve a classification problem. In the early 190, an
idea emerged that in a pattern recognition not only one classifier but also several classifiers could be used. In accordance with
i, the idea to use classifier combination methods has been expanding. The research domain of classifiers combination methods
examine how several classifiers can be applied together to obain better classification systems. It was shown that classifier
combination methods might improve the recognition performance in difficult pattern recognition problems [91. [10]. Classifier
combination methods may also be used o increase the speed of the systems [21. [12] or to reduce the time taken for the design
of classification system [4]
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A classifier combination is bec‘orm a new trend in pattern recognition and machine learning. The development of new
techniques, in order to generate a combination of several classifiers is an important aspect in a classifier combination.
Backpropagation neural network is a kr'nﬂ)f classifier. Usually, a combination of backpropagation neural networks is
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1. INTRODUCTION

In early studies of pattern recognition, only one classifier was used to solve a classification problem. In the early 1990's, an
idea emerged that in a pattern recognition not only one classifier but also several classifiers could be used. In accordance with
it, the idea() use classifier combination methods has been expanding. The research domain of classifiers combination methods
examine how several classifiers can be applied together to obtain better classification systems. It was shown that classifier
combination B:lh()ds might improve the recognition performance in difficult pattern recognition problems [9], [10]. Classifier
combination methods may also be used to increase the speed of the systems [2], [12] or to reduce the time taken for the design
of classification system [4].

There are two main issues in classifier combination methods. The first one is how the individual classifiers are generated, and
the second one is how those classifiers are combined. This paper will discuss the first issue, i.e. how a classifier combination
can be generated based on a simple concept. In this paper, a combination of backpropagation neural networks (where several
backpropagation ones have the same architecture but different weight sets) has been studied experimentally.

2. THEORY
21 aassifier Combination

Classifier combination methods have proved to be an effective tool to improve the performance of pattern recognition
applications. In terms of classifier combination members, theoretical research by Hansen and Salomon [5] and also Krogh and
Vedelsby [11], as well as empirical research by Hashem [6] and Optiz [16] have demonstrated that the best combination is
combination of several different classifiers. There were no advantages in combining several identical classifiers.

In order to generalteneveml different classifiers above, it can be carried out by only based on a base classifier. This generation
can be carried out by changing the training sets [1], changing the input features [8], [16], or changing the parameters and
architecture of a base classifier [17].

2.2 Backpropagation Neural Network
A neural network defined as a computational structure that consists of parallel interconnections neural processors, which
have adaptation ability. Backpropagation neural network is a neural network that commonly used. Figure 1 shows an example

of a backpropagation neural network that used in this research. It consists of Cy input unit, C; and C; neurons in the hidden
layer 1 and 2 respectively, and also Cs neurons in the output layer.
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Layer | Layer 2

Figure 1: An example of a backpropagation neural network with two hidden layers.
2.2.1 Training

In order that neural network in Figure 1 can be used in recognizing the applied input, it needs to be trained first. Resilient
propagation [18] is one of many training algorithms to train the backpropagation neural network.

2.2.2 Initial Weights

One thing that carried out during the early step neural network training is assigning the initial weights of the neurons. The
choice of the weights will influence the convergence rate or even the convergence failure of the neural network training.

1. If the initial weights are set at the same values, the resulted error values will be constant over all training period. This
situation will cause the neural network training trapped in the saturation that resist weights changing. Therefore, it can
be judged that a convergence failure has been happened.

2. Ifthe initial weights are set at the different values (however they are inappropriate), it will cause a phenomenon called
premature saturation [13]. This phenomenon refers to a situation where the resulted error values almost constant over
a training period. This phenomenon cannot be judged as a local minimum, since error value will be reduced after that
almost constant period over. This premature saturation phenomenon will slow down the convergence rate.

In order to avoid the two things above, in general practice, researchers used initial weights from random numbers that
uniformly distributed and also in the small range [7].

22.3 Random Numbers and Random Seeds

One of computer property is deterministic property. Therefore, it cannot generate the real random numbers. Computer uses a
pseudorandom generator, in order to mimic the real random number generator. By using this kind of generator, it can be
generated a series of exact pseudorandom numbers, as long as the generator is initialized using the same initial number. This
initial number called random seed.

When a process that make use a series of pseudorandom numbers is executed, it is possible to get an identical track record of
the process. The neural network also makes use a series of pseudorandom numbers in the training process. Therefore, it is
possible to get an identical track record of the training process, even though the training process is repeated again. On the other
hand, by using a different series of pseudorandom numbers in the training process, it is possible to get a different track record
of the training process. In the neural network training, a different track record means a different neural network, since it will
has a different performance.

3 RESEARCH METHODOLOGY
3.1 Materials and Equipments

Materials in this research are isolated handwritten words and characters in binary format. These materials came from data
acquisition sheets scanned at resolution of 300 dpi. The data were taken from 100 writers, from various levels of age (10-70
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years) and sex. From 100 writers, each of them wrote 78 characters, which divided into three groups where each group consists
of ‘a’-*z’ characters. Therefore, there were 7,800 isolated character images.

Equipments in this research was a set of computer equipped by processor Intel Core2Duo E7500 (2,93GHz) and 2GB RAM,
that consists of MATLAB 7.0.4.365 (R14) software.

3.1 System Development

By using materials and equipments above, a system' handwritten character recognition has been developed (see Figure 2). In
that system, the input is an isolated character image in binary format, whereas the output is a character in the text format.

Input Character ! i Output
2. | Feature extraction Character recognition f——#
normalization

Figure 2: A character recognition system.

3.1.1 Character Normalization

Character normalization in Figure 2 carried out in order to correct problems of slant, size, shift, and stroke-width. In this
research character normalization from Sumarno [21] was used. Figure 3 shows some steps in character normalization.

Size correction
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Figure 3: A character normalization steps.

2
In Figure 3 Ee, input is an isolated handwritten character in binary format, whereas the output is normalized handwritten
character in binary format which has 64x64 pixels in size. Slant and size correction made use of linear transform of shearing
and scaling respectively. Stroke-width correction made use of morphological operations i.e. thinning and dilation. Shift
correction made use of a simple method by placing the character image in the center of the used template. Sumarno [21]
suggested the following parameters.

1. Slant correction was carried out by using evaluation of vertical projection histogram of handwritten character that had
been undergone shearing operation by using shearing coefficients {-0.4, -0.35, ..., 0.4} (In this case, it was assumed
that the slant of handwritten character was in the range of shearing coefficient -0.4 to 0.4). The straightness of the
character corresponds with a shearing coefficient that gives highest variance.

Character scaling was set to 48x48 pixels.

The template size was set to 64x64 pixels.

Thinning operation used thinning algorithm from Zhang-Suen [23].
Dilation operation used square structure-element 3x3.

MR LN

3.1.2 Feature Extraction

Feature extraction 1s a process to extract features that exist in each of the character image. In this research feature extraction
from Sumarno [21] was used. Figure 4 shows some steps in feature extraction.

Input . | . Output
———»| Low-pass filtering —» Block partition Block averaging —»

Figure 4: Feature extraction steps.
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In Figure 4 above, the input is normalized character in binary format that has 64x64 pixels in size. The output is a set of values
that represents the input image that has 64 elements. The aim of low-pass filtering is to blur the input image. The aim of block
partition is to partition the image into blocks of image, for block averaging needs. The aim of block averaging is to get a set of
values that represents the input image. Sumarno [21] suggested the following parameters for the feature extraction steps.

1. Low-pass filtering used 2D Gaussian filter 14x14 with standard deviation 10.

2. Block partition used 8x8 pixels block size.

3.1.3 Character Recognition

Character recognition is a process that needed to recognize a character, based on the trained chzﬂ;ter features. In order to
recognize it, a recognition method based on a backpropagation neural network is used. This kind of neural network also known
as Multi Layer Perceptron (MLP), which introduced by Rosenblatt [19] and developed by Minsky and Papert [14], [15].
Backpropagation neural networks that used in this research described in detail as follow.

1. Inputlayer has 64 neurons that correspond with the number of feature extraction elements.

2. Output layer has 26 neurons that correspond with the number of alphabet characters ‘a’ to ‘z’. Transfer function in
this layer is unipolar sigmoid, that correspond with the network output i.e. in the range of O to 1.

3. Neural network has 2 hidden layers i.e. hidden layer 1 and 2 which have 64 and 312 neurons respectively. The
number of neurons in each hidden layer was found from an evaluation procedure, where by using 64 and 312 neurons
in hidden layer 1 and 2 respectively, it gave the highest recognition rate. Transfer functions in each hidden layer is
bipolar sigmoid, that correspond with internal data processing in neural network which in the range -1 to 1.

Notes:
1. In case of pattern recognition that based on multiresolution, Suhardi [20] found that a backpropagation neural network with two
hidden layers, could give better recognition rate compare with one hidden layer.
2. Sigmoid function is a function that commonly used in a backpropagation neural network [3].
3. Training of a backpropagation neural network can be more effective by using bipolar data processing in the range of -1 tol [20].

Training algorithm
The neural network trained by using resilient backpropagation algorithm [18]. This algorithm is the fastest algorithm for
pattern recognition [13]. Stopping criterion in training made use of validation, in order to avoid under-training or over-training.

Pseudorandom numbers
Since the computer cannot generate the real random numbers, therefore the pseudorandom numbers were used in the neural
network as initial weights. That pseudorandom numbers have the following properties.

1. Distribution : uniform (see subsubsection 2.2.2)

2. Range of value :-1to 1 (since bipolar sigmoid function has limit numbers -1 and 1)

3. Repeatability ;21492 (built-in in the MATLAB software)

In order to remove correlation between layers, initial weights in each layer should be different. Therefore, random seed value
that used in generating pseudorandom numbers in each layer should be different. In this research, random seed values that used
in hidden layers 1, 2 and output layer were i (i are integer number), i+1 and i4+2 respectively.

Patterns in tffhing and testing
Patterns that used in training and testing the neural network are images of isolated handwritten character, which come from
100 persons that further processed into three pattern sets as follows.
1. Training set
This set used in training (in updating the neuron’s weights). This set consists of 13,000 patterns as follows.
a. There are 2,600 corrected patterns from group 1.
b. There are 5200 corrected patterns from group 2. They come from corrected patterns from group 2 that rotated -5°
and 5",
c. There are 5200 corrected patterns from group 3. They come from corrected patterns from group 3 that rotated
-10” and 10°.
Notes:

a. Every group consists of 2,600 patterns.
b. Corrected patterns are original patterns that have undergone slant, size, shift, and stroke width corrections.

¢. Itwas assumed that the rotation in input patters is in the range of -10° 1w 10°,
2. Validation set

This set also used in training (in stopping the training process). They consist of 2,600 corrected patterns from group 2.
3. Testset

This set used in testing the trained neural network. They consist of 2,600 corrected pattems from group 3.
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4, TESTING AND DISCUSSIONS
In generating a combination of neural networks, firstly several neural networks were trained by using the different ﬂnd()m
seeds but the same training sets. In this research, 10 neural networks were trained by using random seeds 1 to 10. Table 1

shows the training and testing results.

Table 1: Random seeds evaluation in generating 10 neural networks .

Random Number of epochs when Value of MSE when Character
seed values training stopped training stopped recognition rate (%)
1 474 0.00155 87.39
2 360 0.00203 87.15
3 376 0.00216 85.00
4 410 0.00196 86.69
5 383 0.00235 85.00
6 436 0.00196 86.38
7 345 0.00241 85.62
8 533 0.00144 86.69
9 402 0.00188 8631
10 351 0.00211 8646

Notes:

1. MSE : Mean Square Error

All neural networks are backpropagation m'al networks that have the same architecture ie. 64-64-312-26.
The above random seed values are used in the first hidden layer. In the second and output layers, the random seed values are i+1
and i+2 respectively, where ¢ is a random seed value in the first hidden layer.

s b2

Table 1 above shows hat random seed values that used in setting initial weights of 10 neural networks, have effects in character
recognition rates. This case was happened due to by using different weight sets, the training of neural networks started from
different starting points. By starting from different starting points, the resilient back propagation training gave different epochs
(ancaifferent MSE) when training stopped. Finally, it will be obtained several neural networks that have the s@e architecture
but different weight sets. As shown in Table 1, several neural networks that have the same architecture but different weight
sets have different performance in terms of character recognition rate. However, Table 1 also shows that there are some
random seed values, which give the same character recognition rates, i.¢. random seed values 3 and 5, and also 4 and 8 give
recognition rates 85% and 86.69% respectively. Although they have the same recognition rate, Table 1 shows that random seed
values 3,4, 5, and 8 have different number of epochs and MSE (it means they are different neural networks). Therefore, it can
be said that the different neural networks may give the same recognition rates.

Once several neural networks that will be used in a combination of neural networks have been generated, a sorting procedure
can be carried out. Table 2 shows sorting result of Table 1 that based on recognition rates. The sorting procedure was carried
out in order to easily choose which neural networks would be used. For example, if the combination will use five neural
networks, then the best five can be chosen easily.

As discussed in the subsection 2.1, in order to generate several difﬂﬁnt classifiers, which will be used in a classifier
combination, it can be carried out by only based on a base classifier i.e. by changing the training sets [1], changing the input
features [8], [16], or changing the parameters and architectures of a base classifier [17]. In this research, generating several
different classifiers was carried out by based on simplification of Partridge and Yates concept [17], i.e. by only changing the
parameters of a base classifier.

Table 2: Neuwral network sorting based on character recognition rate.

Neural network Character Random
number recognition rate (%) | seed values
87.39
87.15
86.69
86.69
86.46
86.38
86.31
85.62
85.00
85.00
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5. CONCLUSION

Based on the above description, there are two conclusions as follow.

1. Anew study about a combination of backpropagation neural networks has been carried out. This combination consists
of backpropagation neural networks that have the same architecture but different weight sets. Those neural networks
were generated by means of random seeds evaluation when they were trained using the same training set.

2. Generation of combination members by a simpler concept, i.e. by means of random seed evaluation halsnten studied
experimentally. That generation concept is simpler than the other reported generation concepts, like changing the
training sets [1], the input features [8], [16], or the parameters and the architectures of a base classifier [17].
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